Abstract—In this paper, we propose a new hypothesis testing method for detection of cisoids (complex sinusoids) from a single measurement of data. The testing is performed on the least square error. The least square error is shown to exhibit $\chi^2$ distribution, which leads to an efficient threshold setup for the proposed method. The new method is a combined detection-estimation technique and provides improved performance over several existing techniques.

I. INTRODUCTION

DETECTION of cisoids from the following single measurement of data

$$\tilde{x}(n) = \sum_{i=1}^{I} v_i e^{2 \pi i q_i} + w(n), \quad n = 1, \cdots, N \quad (1)$$

is commonly encountered in harmonic retrieval, sensor array processing, and nuclear magnetic resonance imaging. In (1), $v_i$ ($\neq 0$) and $\theta_i$ ($0 \leq \theta_i \leq 2\pi$) are the unknown complex amplitudes and frequencies associated with the $i$th complex sinusoid, $I$ is the unknown number of cisoids, and $w(1), \cdots, w(N)$ are independent complex Gaussian noise with zero mean and the same variance $\sigma^2$. The real and imaginary parts of $w(n)$ are also independent Gaussian variables with zero mean and variance $\sigma^2/2$. $\sigma^2$ is assumed to be known (as in [5] and [6]). In practice, $\sigma^2$ can be estimated from noise-only data, e.g., output of the same system without excitation. The estimation of the integer $I$ is the focus of this paper.

Several methods have been developed for this detection problem. They include the methods by Kumaresan, Tufts, and Scharf (KTS) [1], Zhao, Krishnaiah, and Bai (ZKB) [2], Hwang and Chen (HC) [3], Djurić [4], Konstantinides and Yao (KY) [5], and Tufts and Shah (TS) [6]. The KTS method is based on a test of linear prediction errors but performs much worse than the recently developed TS method. The ZKB and HC methods apply the so-called efficient detection criterion but perform much worse than the Djurić method, especially for short data sequences. In the rest of this paper, the KTS, ZKB, and HC methods will not be further addressed.

A short review of the Djurić, KY, and TS methods will be shown in Section IV.

The new method that we will show in this paper applies a similar concept as used in the KY and TS methods. The KY and TS methods perform some hypothesis testing on the singular values of a Hankel data matrix. Instead of using the singular values, the new method performs a test on the least square error between the data and the reconstructed signal. As will be shown, the least square error asymptotically exhibits $\chi^2$ distribution when the estimated number of cisoids is equal to the true one. This leads to an efficient threshold setup for testing on the least square error. As will be shown, the new method performs better than both the KY and TS methods. A comparison between the new method and the Djurić method will also be discussed.

In the next section, the new method is described. The theoretical basis for the new method is shown in Section III. In Section IV, the procedures of the Djurić, KY, and TS methods are first summarized, and their performances are then compared with that of the new method.

II. DESCRIPTION OF THE NEW METHOD

Let $H_k$ be a hypothesis that the number of cisoids is equal to $k$. Under $H_k$, the least square error of fitting the signal model to the measurement is

$$||\hat{x} - A_k b||^2 \quad (2)$$

where $\hat{x} \triangleq [\hat{x}(1), \cdots, \hat{x}(N)]^T$, $b = [b_1, \cdots, b_k]^T$, $A_k \triangleq [a_1, \cdots, a_k]$, and $a_r \triangleq [1, e^{2\pi i \phi_1}, \cdots, e^{2\pi i (N-1) \phi_r}]^T$ for $r = 1, \cdots, k$. $\phi_1, \cdots, \phi_k$ are $k$ unknown frequencies. It is easy to show that the least square amplitude estimates are

$$\hat{b} = \arg \min_b ||\hat{x} - A_k b||^2 = (A_k^H A_k)^{-1} A_k^H \hat{x}. \quad (3)$$

Substituting (3) into (2), we obtain the following least square error function in terms of frequencies:

$$L_k \triangleq L(\hat{\phi}_1, \cdots, \hat{\phi}_k) \triangleq \hat{x}^H [I_N - A_k (A_k^H A_k)^{-1} A_k^H] \hat{x} \quad (4)$$

$$L_0 \triangleq \hat{x}^H \hat{x}. \quad (5)$$

The least square frequency estimates $\hat{\phi}_1, \cdots, \hat{\phi}_k$ are defined as the coordinates of the smallest valley of the $k$-variate
function $L_k$ (4) and calculated via a $k$-dimensional search. The minimum value of the least square error function $L_k$, i.e.,

$$
\hat{L}_k \triangleq L_k(\phi_1^k, \ldots, \phi_k^k)
$$

will be called the least square error. Note that $L_k$ is a monotonically decreasing function of the likelihood function of $\hat{x}$ and is proportional to the maximum likelihood function of $\hat{x}$ since the noise is white and Gaussian.

As will be shown by Theorem 1 in the next section, in the case of high SNR (or small $\sigma^2$) and frequency. It will also be shown by Theorem 2 in the next section that in the case of high SNR (or small $\sigma^2$) and frequency. Therefore, for small $T_k$ for IC

$$
\hat{L}_I \approx \frac{\sigma^2}{2} \chi^2_{2N-3I}
$$

where $\approx$ denotes the first-order approximation (i.e., keeping the nonzero terms of the lowest order). Equation (7) indicates that the least square error $\hat{L}_I$ is $\chi^2$ distributed with the $2N-3I$ degrees of freedom. $2N$ is the number of (real) data points, and $3I$ is the number of (real) unknowns (complex amplitude and frequency). It will also be shown by Theorem 2 in the

$$
\hat{L}_k \approx \text{positive value independent of noise}
$$

for $k = 0, \ldots, I-1$. Equation (8) shows that the least square error $\hat{L}_k$ for $k = 0, \ldots, I-1$ is independent of noise. Therefore, for small $\sigma^2$, $\hat{L}_I$ is separable from $\hat{L}_k$ for $k = 0, \ldots, I-1$. Based on this observation, our new method for finding $I$ is as follows.

Define a threshold $T_k$ such that

$$
P(\mu_k \leq T_k) = \alpha
$$

where $\mu_k = (\sigma^2/2)\chi^2_{2N-3k}$ and $\alpha (0 < \alpha < 1)$ is a user chosen value of “confidence.” Then, we estimate $I$ by

$$
\hat{I} = \min \{ k | \hat{L}_k \leq T_k \}.
$$

For the high SNR case (small $\sigma^2$), the probability of underestimation is very small because of (8) and the fact that $T_k$ is proportional to $\sigma^2$ and the probability of correct detection

$$
P(\hat{I} = I) \approx P(\hat{L}_I \leq T_I) = \alpha.
$$

Note that $T_k$ can be easily obtained using MATLAB or by just table lookup [9], as only the distribution of $\chi^2_{2N-3k}$ is involved. In contrast, the computation of a threshold used in the TS method is a much more tedious task because the distribution of a weighted sum of $\chi^2$ random variables is required there.

III. ASYMPTOTIC PROPERTIES OF THE LEAST SQUARE ERROR

In this section, we provide a number of properties of the least square error $\hat{L}_k$ [which is defined in (6)]. These properties constitute the theoretical basis for the method described in Section II. For brevity, we need to show the following additional list of symbols:

Notations:

$\bar{a}$: the real part of $a$

$\tilde{a}$: the imaginary part of $a$

$A = A_I|_{\phi_1 = \theta_1, \ldots, \phi_I = \theta_I}$

$P_f = I_N - A_I(A_I^H A_I)^{-1}A_I^H|_{\phi_1 = \theta_1, \ldots, \phi_I = \theta_I}$

$D = \left[ \frac{\partial a_1}{\partial \phi_1}, \ldots, \frac{\partial a_I}{\partial \phi_I} \right]_I \phi_i = \theta_I, i = 1, \ldots, I$

$V = \text{diag}[v_1, \ldots, v_I]$

$w = [w(1), \ldots, w(N)]^T$

$G = P_f^T \text{diag}[w_1, \ldots, w_I] P_f$

$H = G^H G$. 

$\bar{H}$ is the Hessian matrix of $L(\theta_1, \ldots, \theta_I)$ [which is defined in (4)] for the noiseless case ($w = 0$). To ensure that $(\theta_1, \ldots, \theta_I)$ is a global minimum point of $L_I$ for the noiseless case, $\bar{H}$ should be nonsingular. Lemma A1 in Appendix A shows that if $N \geq 3I/2$, $\bar{H}$ is nonsingular.

The following Lemma 1 is concerned with the quadratic approximation of $L_I$.

**Lemma 1:** If $\sigma \ll \{ |v_1|, \ldots, |v_I| \}$ and $N \geq 3I/2$, then

$$
\hat{L}_I \approx \mu^T \{ I_{2N} - B_1 (B_1^T B_1)^{-1} B_1^T - B_2 (B_2^T B_2)^{-1} B_2^T \} \mu
$$

where $\mu = [\bar{w}^T, \tilde{w}^T]^T$

$$
B_1 = \begin{bmatrix} \bar{A} & \tilde{A} \\ \bar{A} & -\tilde{A} \end{bmatrix}_{2N \times 2I}
$$

$$
B_2 = \begin{bmatrix} \bar{G} \\ \tilde{G} \end{bmatrix}_{2N \times I}
$$

**Proof:** See Appendix A.

In the proof of Lemma 1, it is shown that

$$
\mu^T \{ I_{2N} - B_1 (B_1^T B_1)^{-1} B_1^T - B_2 (B_2^T B_2)^{-1} B_2^T \} \mu \approx x^H P_f^T x^H|_{\phi_i = \theta_i, i = 1, \ldots, I}
$$

is the (first-order) fitting error given noisy data and the true frequencies, and

$$
\mu^T \{ B_2 (B_2^T B_2)^{-1} B_2^T \} \mu \approx x^H P_f^T x^H|_{\phi_i = \theta_i^*, i = 1, \ldots, I}
$$

is the (first-order) fitting error given noise-free data and the least square frequency estimates. Thus, the fitting error (21) can be interpreted as the difference between these two kinds of errors.

It is shown in Lemma B2 that $B_1$ and $B_2$ are orthogonal to each other. Then, we have

$$
I_{2N} - B_1 (B_1^T B_1)^{-1} B_1^T - B_2 (B_2^T B_2)^{-1} B_2^T
$$

$$
= I_{2N} - [B_1, B_2] \left[ \begin{bmatrix} B_1^T \\ B_2^T \end{bmatrix} [B_1, B_2] \right]^{-1} \begin{bmatrix} B_1^T \\ B_2^T \end{bmatrix}
\triangleq P_{B_1, B_2}.
$$

---

1. This convention will be followed throughout this paper.
2. The determination of $T_k$ requires the knowledge of $\sigma^2$. If this information is not available, it can be estimated using the method proposed in [7] based on a different measurement or using another as suggested in [8] based on the same measurement.
When \( N = 3I/2 \), \( \mathbf{P}_{B_1B_2}^H = 0 \), and then, the first-order approximation of \( \mathbf{L}_I \) is zero, and the two kinds of errors cancel each other.

Let \( \mathbf{u}_1, \ldots, \mathbf{u}_{2N-3I} \) be real unitary eigenvectors of \( \mathbf{P}_{B_1B_2}^H \) corresponding to its eigenvalue 1, \( \mathbf{U}_0 = [\mathbf{u}_1, \ldots, \mathbf{u}_{2N-3I}] \), and \( \xi_i = (2/\sigma^2)\mu^2\mathbf{u}_i \). Then, Lemma 1 leads to

\[
\mathbf{L}_k \approx \mathbf{u}^T_0 \mathbf{U}_0^T \mathbf{U}_0 \mathbf{u} = \sigma^2 \frac{2}{\alpha} \sum_{i=1}^{2N-3I} \xi_i^2. 
\]  

(27)

Since \( \xi_1, \ldots, \xi_{2N-3I} \) are independent Gaussian random variables with zero mean and unit variance, the following theorem holds.

**Theorem 1:** Let \( \mathbf{L}_I \approx (\sigma^2/2)\chi^2_{2N-3I} \) when \( \sigma \ll \min\{|v_1|, \ldots, |v_I|\} \) and \( N > 3I/2 \).

**Theorem 2:** \( \mathbf{L}_k \approx \) positive value independent of noise for \( k = 0, 1, \ldots, I - 1 \) when \( \sigma \ll \min\{|v_1|, \ldots, |v_I|\} \) and \( N > 3I/2 \).

**Proof:** Let \( \mathbf{x} = \mathbf{A} \mathbf{v} \), where \( |v_i| \neq 0 \) for \( i = 1, 2, \ldots, I \), then for any \( \phi_1, \ldots, \phi_k \)

\[
x^H [\mathbf{I}_N - \mathbf{A}_k (\mathbf{A}_k^H \mathbf{A}_k)^{-1} \mathbf{A}_k^H] \mathbf{x} > 0.
\]  

(28)

Since the noise variance is small, for any (deterministic) \( \phi_1, \ldots, \phi_k \), we know that

\[
L(\phi_1, \ldots, \phi_k) = x^H [\mathbf{I}_N - \mathbf{A}_k (\mathbf{A}_k^H \mathbf{A}_k)^{-1} \mathbf{A}_k^H] x + 2 \text{Re} \{x^H [\mathbf{I}_N - \mathbf{A}_k (\mathbf{A}_k^H \mathbf{A}_k)^{-1} \mathbf{A}_k^H] w\} + w^H [\mathbf{I}_N - \mathbf{A}_k (\mathbf{A}_k^H \mathbf{A}_k)^{-1} \mathbf{A}_k^H] x w
\]

\[
\approx x^H [\mathbf{I}_N - \mathbf{A}_k (\mathbf{A}_k^H \mathbf{A}_k)^{-1} \mathbf{A}_k^H] x
\]

\[
\mathbf{L}_k = \min_{\phi_1, \ldots, \phi_k} L(\phi_1, \ldots, \phi_k)
\]

\[
\approx \min_{\phi_1, \ldots, \phi_k} x^H [\mathbf{I}_N - \mathbf{A}_k (\mathbf{A}_k^H \mathbf{A}_k)^{-1} \mathbf{A}_k^H] x > 0.
\]  

(29)

(30)

The expectation of \( \mathbf{L}_k \) is generally a decreasing function of \( k \). The statistical properties of \( \mathbf{L}_k \) for \( k > I \) seem hard to obtain as \( \mathbf{L}_k \) involves spurious frequency estimates. The lack of this information however does not significantly affect the procedure of the new method, when SNR is high and \( \alpha \) is close to 1, as can be seen from (11).

**IV. SIMULATION**

In this section, we will compare the performance of the new method shown in Section II to those of the Djurić [4], KY [5], and TS [6] methods. For the reader's convenience, these three methods are briefly described below.

The KY method [5] estimates the number of frequencies by determining a number \( \hat{I}_{KY} \) of “effective singular values,” i.e.

\[
\hat{I}_{KY} = [k | \lambda_k > \epsilon_{KY} \geq \lambda_{k+1}]
\]  

(31)

where \( \lambda_1, \lambda_2, \ldots, \lambda_K \) are singular values of an \( K \times (N - K + 1) \) data matrix \( \mathbf{X}_e \) in descending order with

\[
\mathbf{X}_e = \begin{bmatrix}
\tilde{x}(1) & \tilde{x}(2) & \cdots & \tilde{x}(N - K + 1) \\
\tilde{x}(2) & \tilde{x}(3) & \cdots & \tilde{x}(N - K + 2) \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{x}(K) & \tilde{x}(K + 1) & \cdots & \tilde{x}(N)
\end{bmatrix}
\]  

(32)

and \( \epsilon_{KY} \) is given by

\[
\epsilon_{KY} = \sqrt{c(N - K + 1)}.
\]  

(33)

\( c \) is determined by \( P\{S^2 \leq c\} = \alpha \), where \( S^2 = |v(1)|^2 + \cdots + |v(K)|^2 \) is 0.5\( \sigma^2 \) of \( \mathbf{X}_e \). In simulation, \( K = 17 \).

The TS method [6] works on the forward-backward version of \( \mathbf{X}_e \), i.e., \( \{\mathbf{X}_e, \mathbf{P} \mathbf{X}_{-1}^*\} \), where \( \mathbf{P} \) is the permutation matrix obtained by reversing the column order of the identity matrix. The estimate of the number \( \hat{I} \) of frequencies given by the TS method is obtained as

\[
\hat{I}_{TS} = \min \left\{ k | \sum_{i=1}^{K} \mu_i^2 \leq \epsilon_{TS} \right\}
\]  

(34)

where \( \mu_1, \mu_2, \ldots, \mu_K \) are singular values of \( \{\mathbf{X}_e, \mathbf{P} \mathbf{X}_{-1}^*\} \) in descending order, and \( \epsilon_{TS} \) is chosen such that \( P\{S^2 \leq \epsilon_{TS}\} = \alpha \) with \( S_0^2 = \sum_{k=1}^{K} |v(k)|^2 + |v(K - k + 1)|^2 + (N - K + 1) \sum_{k=K-K+1}^{N-K} |v(k)|^2 \) (see [6, eq. (11)] for details).

The Djurič method [4] is based on the Bayesian principle. It computes \( \text{BAY}(k) = (N - L) \log \mathbf{L}_k + (5k/2) \log (N/L) \) and then estimates the number of frequencies by

\[
\hat{I}_{BAY} = \arg \min_k \{\text{BAY}(k)\}
\]  

(35)

where \( 0 \leq k \leq \hat{I}, \hat{I} \) is the maximum possible value of \( I \), and \( L \) is another user-chosen parameter [4].

In our simulation, the following signal parameters were used:

\[
I = 2, N = 25, \theta_1/2\pi = 0.5, \theta_2/2\pi = 0.52, v_1 = 1, v_2 = e^\mp \pi/4.
\]

SNR is defined as \(-10 \log \sigma^2\). The probability of correct detection was computed from 3000 runs of simulations.

Fig. 1 shows the probability of correct detection as a function of SNR using the new method, the KY method, and the TS method. As seen from this figure, the KY method gives a very low probability of correct detection even for SNR at 14 dB, the TS method significantly improves the performance of the KY method for SNR larger than 10 dB, and the new method yields almost perfect detection for SNR as low as 4 dB. This is because bounds \( \epsilon_{KY} \) given by (33) and \( \epsilon_{TS} \) in [6] were so large that \( \epsilon_{KY} \geq \lambda_k \) and \( \epsilon_{TS} \geq \sum_{i=k+1}^{N} \mu_i^2 \) for some \( k \leq I - 1 \) at medium SNR, whereas the threshold given by the new method was small enough to separate \( \mathbf{L}_k \) for \( k = 1, \ldots, I - 1 \).

Fig. 2 presents a comparison of the new method with the Djurič method for \( \hat{T} = 3 \) and \( I = 9 \). It is not surprising to see that the Djurič method performed better for small \( \hat{T} \) (but larger than \( I \)) than for large \( \hat{T} \). For \( \hat{T} = 9 \), the Djurič method performed worse than the new method.

The Djurič method requires more computations than the new method because the Djurič method needs to compute \( \mathbf{L}_k \) for
Fig. 1. Performance comparison of the new method, the TS method, and the KY method. \( \alpha = 0.99 \) for all.

Fig. 2. Performance comparison of the new method and the Djurić method. For the new method, \( \alpha = 0.99 \), and for the Djurić method, \( L = 4 \).

For \( k = 0, 1, \ldots, \tilde{T} \), whereas the new method computes \( \tilde{L}_k \) for \( k = 0, 1, \ldots, \tilde{T} \). Note that \( \tilde{T} \) is, in general, smaller than \( T \).

Furthermore, the Djurić method requires the choice of \( L \), for which there is no theoretical guideline. An advantage of the Djurić method is, however, that it does not assume the knowledge of \( \sigma^2 \).

In the above simulations, the probabilities of underestimation and overestimation using the new method are shown in Fig. 3(a) and (b), respectively. It can be seen that when \( \alpha = 0.99 \), the probability of underestimation is zero at SNR larger than 4 dB, and the probability of overestimation is around 0.01.

The relative phase \( \Delta = \arg(v_2/v_1) \) has some effect on the detection performance of the new method when SNR is relatively low. Fig. 4 shows the probability of correct detection as a function of the relative phase \( \psi \) for SNR = 4 dB (low), where \( v_2 = e^{j\phi} \), and all other signal parameters remain the same as in the previous simulations. The poor performance of the new method for \( \psi \in [270^\circ, 315^\circ] \) is due to the fact that the high SNR condition is violated, and the least square error is no longer \( \chi^2 \) distributed.

Finally, it is important to note that the new method does not necessarily depend on the least square frequency estimates. In fact, the computations required by the new method can be drastically reduced if the least square (optimum) frequency
Fig. 4. Probability of correct detection versus phase for SNR = 4 dB.

Fig. 5. Performance comparison of the new method using, respectively, the least square and matrix pencil frequency estimates. $\alpha = 0.99$.

estimates are approximated by using near-optimum methods such as the matrix pencil method [11], [12]. Fig. 5 shows that the detection performances using the least square frequency estimates and the matrix pencil frequency estimates are nearly the same.

APPENDIX A
PROOF OF LEMMA 1

Lemma A1: $N \geq 3I/2$ is a sufficient condition such that $H$ is nonsingular.

Proof: Note that

$$ H = G^H G = [G^T \quad \tilde{G}^T] \begin{bmatrix} G & \tilde{G} \end{bmatrix} = B_2^T B_2 $$

where $H$, $G$, and $B_2$ are defined in (20), (19), and (23), respectively. Lemma B1 will show that $B_2$ has the rank $I$ when $N \geq 3I/2$, and hence, $H$ is nonsingular. ♦

Lemma A2: If $\sigma \ll \min \{|v_1|, \ldots, |v_I|\}$, the least square frequency estimate errors are given as

$$ \begin{bmatrix} \Delta \theta_1 \\ \vdots \\ \Delta \theta_I \end{bmatrix} \approx H^{-1} G^H w $$

where $\Delta \theta_i = \phi_i^0 - \theta_i$ for $i = 1, \ldots, I$, $H$, $G$, and $w$ are defined in (20), (19), and (18), respectively.

Proof of Lemma A2: For the noiseless case ($w = 0$), $[\theta_1, \theta_2, \ldots, \theta_I]$ is a global minimum point of $L_I$. For small noise variance, the global minimum point of $L_I$ will be close to $[\theta_1, \theta_2, \ldots, \theta_I]$. Expanding $L_I$ around the true frequency values in the Taylor series and retaining the zero and first-order terms result in

$$ \begin{bmatrix} \Delta \theta_1 \\ \vdots \\ \Delta \theta_I \end{bmatrix} \approx -\begin{bmatrix} \frac{\partial^2 L_I}{\partial \phi_i \partial \phi_j} & \ldots & \frac{\partial^2 L_I}{\partial \phi_i \partial \phi_I} \\ \vdots & \ddots & \vdots \\ \frac{\partial^2 L_I}{\partial \phi_I \partial \phi_i} & \ldots & \frac{\partial^2 L_I}{\partial \phi_I \partial \phi_I} \end{bmatrix}^{-1} \begin{bmatrix} \frac{\partial L_I}{\partial \phi_1} \\ \vdots \\ \frac{\partial L_I}{\partial \phi_I} \end{bmatrix} $$

$$ \approx -\begin{bmatrix} \frac{\partial^2 L_I}{\partial \phi_i \partial \phi_i} & \ldots & \frac{\partial^2 L_I}{\partial \phi_i \partial \phi_I} \\ \vdots & \ddots & \vdots \\ \frac{\partial^2 L_I}{\partial \phi_I \partial \phi_i} & \ldots & \frac{\partial^2 L_I}{\partial \phi_I \partial \phi_I} \end{bmatrix}^{-1} \begin{bmatrix} \frac{\partial^2 L_I}{\partial \phi_i \partial \phi_i} & \ldots & \frac{\partial^2 L_I}{\partial \phi_i \partial \phi_I} \\ \vdots & \ddots & \vdots \\ \frac{\partial^2 L_I}{\partial \phi_I \partial \phi_i} & \ldots & \frac{\partial^2 L_I}{\partial \phi_I \partial \phi_I} \end{bmatrix}^{-1} \begin{bmatrix} \phi_{i=1,l=1}, \ldots, I \end{bmatrix} $$

Observe that

$$ \frac{\partial L_I}{\partial \phi_i} \bigg|_{\phi_i = \theta_i, l=1, \ldots, I} = -\tilde{x}^H \frac{\partial P_I}{\partial \phi_i} \tilde{x} \bigg|_{\phi_i = \theta_i, l=1, \ldots, I} $$

$$ = -\tilde{x}^H \frac{\partial P_I}{\partial \phi_i} \tilde{x} - 2\tilde{x}^H \frac{\partial P_I}{\partial \phi_i} w \bigg|_{\phi_i = \theta_i, l=1, \ldots, I} $$

$$ = \tilde{x}^H \frac{\partial^2 P_I}{\partial \phi_i \partial \phi_i} \tilde{x} \bigg|_{\phi_i = \theta_i, l=1, \ldots, I} $$

$$ \approx -\tilde{x}^H \frac{\partial^2 P_I}{\partial \phi_i \partial \phi_i} \tilde{x} \bigg|_{\phi_i = \theta_i, l=1, \ldots, I} $$

$$ = x^H \frac{\partial^2 P_I}{\partial \phi_i \partial \phi_i} x \bigg|_{\phi_i = \theta_i, l=1, \ldots, I} $$

By Theorem 4 of [10, p. 153], we know that

$$ \frac{\partial P_I}{\partial \phi_i} = [A_I (A_I^H A_I)^{-1} \frac{\partial A_I^H}{\partial \phi_i} P_I^T + P_I^T \frac{\partial A_I}{\partial \phi_i} (A_I^H A_I)^{-1} A_I^H ] \bigg|_{\phi_i = \theta_i, l=1, \ldots, I} $$

$$ \frac{\partial^2 P_I}{\partial \phi_i \partial \phi_j} = [A_I (A_I^H A_I)^{-1} \frac{\partial^2 A_I}{\partial \phi_i \partial \phi_j} P_I^T + 2P_I^T \frac{\partial A_I}{\partial \phi_i} \frac{\partial A_I}{\partial \phi_j} P_I^T + P_I^T \frac{\partial^2 A_I}{\partial \phi_i \partial \phi_j} P_I^T ] \bigg|_{\phi_i = \theta_i, l=1, \ldots, I} $$

$$ \approx x^H \frac{\partial^2 P_I}{\partial \phi_i \partial \phi_j} x \bigg|_{\phi_i = \theta_i, l=1, \ldots, I} $$

where

$$ x = \tilde{x} - w $$

$$ P_I = A_I (A_I^H A_I)^{-1} A_I^H $$
It is easy to prove that
\[ x^H \frac{\partial P_t}{\partial \phi_t} x|_{\phi_t=\theta_t, \ldots, \phi_t=\theta_t, \ldots, \phi_t=\theta_t} = 0. \] (44)

We then have
\[
\frac{\partial L_t}{\partial \phi_t} \bigg|_{\phi_t=\theta_t, \ldots, \phi_t=\theta_t} \approx -2v^H \frac{\partial A^H}{\partial \phi_t} P_t^\dagger w
\]
\[= -2v^H \frac{\partial A^H}{\partial \phi_t} P_t^\dagger w \bigg|_{\phi_t=\theta_t, \ldots, \phi_t=\theta_t} \] (45)
or, in vector form
\[
\begin{bmatrix}
\frac{\partial L_t}{\partial \phi_1} \\
\vdots \\
\frac{\partial L_t}{\partial \phi_I}
\end{bmatrix}_{\phi_t=\theta_t, \ldots, \phi_t=\theta_t} \approx -2G^H w. \] (46)

We also know that
\[ \frac{\partial^2 P_t}{\partial \phi_i \partial \phi_j} = R + R^H \] (47)
where
\[
R = \begin{bmatrix}
-P_t^\dagger \frac{\partial A_t^H}{\partial \phi_i} (A_t^H A_t)^{-1} A_t^H \frac{\partial A_t}{\partial \phi_j} (A_t^H A_t)^{-1} A_t^H \\
-A_t (A_t^H A_t)^{-1} \frac{\partial A_t^H}{\partial \phi_i} P_t^\dagger \frac{\partial A_t}{\partial \phi_j} (A_t^H A_t)^{-1} A_t^H \\
+P_t^\dagger \frac{\partial^2 A_t^H}{\partial \phi_i \partial \phi_j} (A_t^H A_t)^{-1} A_t^H \\
+P_t^\dagger \frac{\partial A_t^H}{\partial \phi_j} \frac{\partial (A_t^H A_t)^{-1} A_t^H}{\partial \phi_i}
\end{bmatrix} \bigg|_{\phi_t=\theta_t, \ldots, \phi_t=\theta_t, \ldots, \phi_t=\theta_t}. \] (48)

We again have
\[
\frac{\partial L_t}{\partial \phi_i \partial \phi_j} \bigg|_{\phi_t=\theta_t, \ldots, \phi_t=\theta_t} \approx 2v^H \frac{\partial A_t^H}{\partial \phi_i} P_t^\dagger \frac{\partial A_t}{\partial \phi_j} \bigg|_{\phi_t=\theta_t, \ldots, \phi_t=\theta_t} \] (49)
or, in matrix form
\[
\begin{bmatrix}
\frac{\partial^2 L_t}{\partial \phi_1 \partial \phi_1} & \ldots & \frac{\partial^2 L_t}{\partial \phi_I \partial \phi_1} \\
\vdots & \ddots & \vdots \\
\frac{\partial^2 L_t}{\partial \phi_1 \partial \phi_I} & \ldots & \frac{\partial^2 L_t}{\partial \phi_I \partial \phi_I}
\end{bmatrix}_\text{\(\phi_t=\theta_t, \ldots, \phi_t=\theta_t, \ldots, \phi_t=\theta_t\)} \approx 2v^H D^H P_t^\dagger D V
\]
\[= 2G^H G = 2H. \] (50)

Plugging (46) and (50) into (38) leads to the statement of the Lemma. \[ \Box \]

Proof of Lemma 1: Theorem 4 of [10, p. 153] shows another difference form
\[
\Delta P_t = A(A^H A)^{-1} A^H P_t + P_t - A \] (51)
where $$A$$ is defined in (14)
\[
\Delta A = A_t \big|_{\phi_t=\theta_t, \ldots, \phi_t=\theta_t, \ldots, \phi_t=\theta_t} - A
\]
\[ \approx D \begin{bmatrix} \Delta \theta_1 \\ \vdots \\ \Delta \theta_I \end{bmatrix}. \] (53)

Making use of (51) and the high SNR condition, we have
\[
\hat{x}^H P_t^\dagger \approx w^H P_t^\dagger - x^H A
\]
\[= w^H P_t^\dagger - x^H A (A^H A)^{-1} A^H P_t^\dagger
\]
\[= w^H P_t^\dagger - v^H A P_t^\dagger
\]
\[= w^H P_t^\dagger - \left( P_t^\dagger D V \begin{bmatrix} \Delta \theta_1 \\ \vdots \\ \Delta \theta_I \end{bmatrix} \right)^H
\]
\[= w^H P_t^\dagger - (G H^{-1} G^H w)^H
\]
\[= w^H P_t^\dagger - w^H G H^{-1} G^H
\]
\[= \mu^T \begin{bmatrix} P_t^\dagger - G H^{-1} G^H \\ -j P_t^\dagger - G H^{-1} G^H \end{bmatrix}. \] (54)

Let
\[
E = \begin{bmatrix} P_t^\dagger - G H^{-1} G^H \\ -j P_t^\dagger - G H^{-1} G^H \end{bmatrix}. \] (55)

Then, we have (56), shown at the bottom of the page, where we used $$P_t^\dagger G = G$$. Using $$H = G H G$$ from (20), we have
\[
E E^H = \begin{bmatrix} P_t^\dagger - G H^{-1} G^T \\ -j P_t^\dagger - G H^{-1} G^T \end{bmatrix} \begin{bmatrix} P_t^\dagger - G H^{-1} G^T \\ -j P_t^\dagger - G H^{-1} G^T \end{bmatrix} \in \mathbb{R}^{2N \times 2N}
\]
\[= I^{2N} - \begin{bmatrix} A & \begin{bmatrix} \begin{bmatrix} A^H & j A^H \end{bmatrix} \end{bmatrix} \end{bmatrix}^H
\]
\[= \begin{bmatrix} G & \begin{bmatrix} \begin{bmatrix} G \end{bmatrix} \end{bmatrix} \end{bmatrix}^H
\]
\[= I^{2N} - B_t F_t B_t^T - B_t G H^{-1} B_t^T \] (57)
where $$B_t$$ is defined in (22), $$B_t$$ is defined in (23), and
\[
F_t = \begin{bmatrix} (A^H A)^{-1} & (A^H A)^{-1} \\ -(A^H A)^{-1} & (A^H A)^{-1} \end{bmatrix}
\] (58)

Note that
\[
B_t^T B_t = \begin{bmatrix} A^T & \begin{bmatrix} A \end{bmatrix} \end{bmatrix} \begin{bmatrix} A & A \\ \begin{bmatrix} A \end{bmatrix} & \begin{bmatrix} A \end{bmatrix} \end{bmatrix}
\]
\[= \begin{bmatrix} A^H A & A^H A \\ -A^H A & A^H A \end{bmatrix}
\] (59)

\[
EE^H = \begin{bmatrix} P_t^\dagger - G H^{-1} G^H & -j P_t^\dagger - G H^{-1} G^T \\ -j P_t^\dagger - G H^{-1} G^H + j G H^{-1} G^T + G H^{-1} G^H G H^{-1} G^T & -j P_t^\dagger - G H^{-1} G^T + G H^{-1} G^H G H^{-1} G^T \end{bmatrix} \in \mathbb{R}^{2N \times 2N}
\] (56)
\[
F_1B^T_1B_1 = \begin{bmatrix}
(A^HA)^{-1} & (A^HA)^{-1} & A^HA & A^HA \\
-(A^HA)^{-1} & (A^HA)^{-1} & -A^HA & A^HA \\
(A^HA)^{-1}A^HA & (A^HA)^{-1}A^HA & -A^HA & A^HA \\
-(A^HA)^{-1}A^HA & (A^HA)^{-1}A^HA & A^HA & A^HA \\
\end{bmatrix}
\]

Then, using (36) and \(F_1 = (B^T_1B_1)^{-1} \), we obtain
\[
\hat{L}_I \approx \mu^T EEH \mu
\]
\[
= \mu^T \begin{bmatrix}
U_I \& U_{I-1} \\
U_I \& U_{I-1} \\
\end{bmatrix}^T \begin{bmatrix}
DV \\
DV \\
\end{bmatrix}
\]
\[
= \mu^T \begin{bmatrix}
U_I \& U_{I-1} \\
U_I \& U_{I-1} \\
\end{bmatrix}^T \begin{bmatrix}
DV \\
DV \\
\end{bmatrix}
\]

We will first show that \[DV^T, \tilde{DV}^T\] has the rank \(I\). Let an \(I\)-element vector \(c\) satisfy
\[
DV = 0 \Rightarrow (DV)c = 0.
\]

As \(DV\) has the rank \(I\), we have
\[
(DV)c = 0 \Rightarrow c = 0.
\]

Then, the rank of \[DV^T, \tilde{DV}^T\] is \(I\).

Next, we will show that
\[
\hat{B}_2 = \begin{bmatrix}
U_I & U_{I-1} & U_I & U_{I-1} \\
\end{bmatrix}^T \begin{bmatrix}
DV \\
DV \\
\end{bmatrix}
\]

has the rank \(2(N - I)\) \(\geq I\). Let a \(2I\)-element real vector \(c = [c_1^T, c_2^T]^T\) satisfy
\[
\begin{bmatrix}
U_I & U_{I-1} & U_I & U_{I-1} \\
\end{bmatrix} c = 0
\]

where \(c_1\) and \(c_2\) are two \(I\)-element subvectors of \(c\). Then
\[
\tilde{U}c_1 - \tilde{U}c_2 = 0
\]
\[
\tilde{U}c_1 + \tilde{U}c_2 = 0.
\]

Multiplying (68) by \(j\) and adding it to (67) leads to
\[
U_I(c_1 - jc_2) = 0.
\]

Since \(U_I\) has \(I\) independent columns, then \(c_1 = 0\), and \(c_2 = 0\). We now know that the only solution to (66) is \(c = 0\), and hence, the matrix in (65) has the rank \(2(N - I)\).

Combining the above results completes the proof of Lemma B1.

Lemma B2—\(B_1^T B_2 = 0\):

Proof of Lemma B2: Note that \(A\) and \(U\) are orthogonal. Then
\[
B_1^T B_2 = \begin{bmatrix}
A^HU & A^HU \\
A^HU & A^HU \\
\end{bmatrix} \begin{bmatrix}
U_I & U_I \\
U_I & U_I \\
\end{bmatrix}^T \begin{bmatrix}
DV \\
DV \\
\end{bmatrix}
\]
\[
= 0.
\]