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Abstract—LU factorization for sparse matrices is the most important computing step for circuit simulation problems. However parallelizing LU factorization on the Graphic Processing Units (GPU) turns out to be a difficult problem due to intrinsic data dependency and irregular memory access, which diminish GPU computing power. In this article, we propose a new sparse LU solver on GPUs for circuit simulation and more general scientific computing. The new method, which is called GLU solver (for GPU LU), is based on a hybrid right-looking LU factorization algorithm for sparse matrices. We show that more concurrency can be exploited in the right-looking method than the left-looking method, which is more popular for circuit analysis, on GPU platforms. At the same time, the GLU also preserves the benefit of column-based left-looking LU method such as symbolic analysis and column-level concurrency. We show that the resulting new parallel GPU LU solver allows the parallelization of all three loops in the LU factorization on GPUs. While in contrast, the existing GPU-based left-looking LU factorization approach can only allow parallelization of two loops. Experimental results show that the proposed GLU solver can deliver 5.71× and 1.46× speedup over the single-threaded and the 16-threaded PARISOS solvers respectively, 19.56× speedup over the KLU solver, 47.13× over the UMFPACK solver and 1.47× speedup over a recently proposed GPU-based left-looking LU solver on the set of typical circuit matrices from University of Florida Sparse Matrix Collection (UFL). Furthermore, we also compare the proposed GLU solver on a set of general matrices from UFL, GLU achieves 6.38× and 1.12× speedup over the single-threaded and the 16-threaded PARISOS solvers respectively, 39.39× speedup over the KLU solver, 24.04× over the UMFPACK solver and 2.35× speedup over the same GPU-based left-looking LU solver. Also comparison on self-generated RLC mesh networks shows a similar trend, which further validates the advantage of the proposed method over the existing sparse LU solvers.

I. INTRODUCTION

Transforming a sparse matrix into its LU form is of crucial importance in linear algebra as it plays an important role in many numerical and scientific computing applications such as finite difference and finite element based methods. LU factorization operation represents the dominant computing cost in those problems and it is very important to improve the efficiency of the LU factorization algorithms. LU factorization for sparse matrices is the most important computing step for general circuit simulation problems for circuit designs. But parallelizing LU factorization on the popular many-core platforms such as Graphic Processing Units (GPU) turns out to be a difficult problem due to intrinsic data dependency and irregular memory access, which diminish GPU computing power.

Modern computer architecture has shifted towards the multi-core processor [1], [2] and many-core architectures [3]. The family of GPU is among the most powerful many-core computing systems in mass-market use [4]. For instance, the state-of-the-art NVIDIA Kepler K40 GPU with 2880 cores has a peak performance of over 4 TFLOPS versus about 80–100 GFLOPS of Intel i7 series Quad-core CPUs [5], [6]. In addition to the primary use of GPUs in accelerating graphics rendering operations, there has been considerable interest in exploiting GPUs for general purpose computation (GPGPU) [7].

Until now, dense linear algebra support on GPU is well developed, with its own BLAS library [8], but sparse linear algebra support is still limited. Modern NVIDIA GPUs are throughput-oriented many-core processors that can offer very high peak computational throughput. They favor computations exhibiting sufficient regularity of execution paths and memory access patterns. For sparse-matrice-based analysis, GPU acceleration has been applied to parallelize the shooting-Newton method for transient radio-frequency circuit analysis [9] and to speedup the generalized minimal residual analysis (GRMES) based iterative method for large-scale thermal analysis [10] in the past. However, parallelizing the sparse LU factorization operation is very difficult because of the irregular structure of matrices and the high data-dependency during the numeric LU factorization. As a result, they remain a challenge for GPU-based fine-grained parallel computing [5].

Several research efforts have been proposed for parallelizing sparse LU factorization on shared memory multi-core CPU and GPUs. SuperLU [11], [12] implemented supernode-based Gilbert-Peierls (G/P) left-looking algorithm [13], and SuperLU_MT [12] is its multi-threaded parallel version developed for shared memory multi-core architectures. However, it is not easy to form super-node in some sparse matrix such as circuit matrix. KLU [14], which is specially optimized for circuit simulation, adopts Block Triangular Form based on G/P left-looking algorithm.

Recently, the KLU algorithm has been parallelized on
multi-core architecture by exploiting the column-level parallelism [15], [16]. For parallel LU factorization solvers on GPU, existing works mainly focus on dense matrices including [17], [18], [19], very few works on the sparse matrix have been proposed. Ren et al. recently proposed a GPU-based sparse LU solver based on the G/P left-looking algorithm [20]. It exploits the column-level parallelism due to sparse nature of the matrix. The left-looking based method, which transforms the factorization computing into a number of triangular matrix solving, seems more efficient on GPU computing. But it possesses higher data dependency coming from solving the triangular matrices. The traditional right-looking LU factorization, which involves only less data dependent vector operations, has not been well studied in GPU implementation.

In this article, we propose a new sparse LU solver on GPUs for circuit simulation and more general scientific computing. The new method, called GLU method, is based on a hybrid right-looking LU factorization algorithm. We show that more concurrency can be exploited in the right-looking method than the left-looking method, especially on GPU platforms. We have the following contributions:

- We propose a new column-based right-looking LU factorization method, which is shown to be more amenable for exploiting the concurrency of LU factorization. The new method preserves the benefit of column-level concurrency and symbolic analysis in the left-looking method meanwhile, it allows more parallelism to be exploited.
- We show that the new GLU LU solver allows the parallelization of all three loops in the LU factorization on GPUs. In contrast, the existing GPU-based left-looking LU factorization approach can only allow two-level parallelization. We conduct comprehensive studies on the new GPU LU solver on a number of published general matrices, circuit matrices and self-made large RLC circuit matrices against some existing LU solvers to demonstrate the advantage of the proposed GLU solver.

Numerical results show that the proposed GLU solver can deliver 5.71× and 1.46× speedup over the single-threaded and the 16-threaded PARDISO solvers [21] respectively, 19.56× speedup over the KLU solver [14], 47.13× over the UMFPACK solver [22] and 1.47× speedup over a recently proposed GPU-based left-looking LU solver [20] on the set of typical circuit matrices from University of Florida Sparse Matrix Collection (UFL) [23]. Furthermore, we also compare the proposed GLU solver on a set of general matrices from UFL, GLU achieves 6.38× and 1.12× speedup over the single-threaded and the 16-threaded PARDISO solvers respectively, 39.39× speedup over the KLU solver, 24.04× over the UMFPACK solver and 2.35× speedup over the same GPU-based left-looking LU solver. Also comparison on self-generated RLC mesh networks shows a similar trend, which further validates the advantage of the proposed method over the existing sparse LU solvers.

This article is organized as follows. Section II reviews previous work that has been done to factorize sparse matrices into LU form on GPU, in particular the left-looking algorithm, GPU architecture and CUDA programming. In Section III, we present the new column-based right-looking algorithm and its parallel implementation on GPU. Several numerical examples and discussions are presented in Section IV. Last, Section V concludes.

II. REVIEW OF LU FACTORIZATION ALGORITHMS AND CUDA

Before we present our new approach, we first review the two main-stream LU factorization methods: the left-looking G/P factorization algorithm [13] and a variant of the right-looking algorithms such as the Gaussian elimination method. We then review some recent works on LU factorizations on GPU and the NVIDIA CUDA programming system.

The LU factorization of a \( n \times n \) matrix, \( A \), has the form \( A = LU \), where \( L \) is a lower triangular matrix and \( U \) is an upper triangular matrix. For a full matrix, LU factorization has \( O(n^3) \) complexity as it has three embedded loops.

A. Right-looking factorization method

The right-looking LU factorization is the traditional factorization including the Gaussian elimination method. The algorithm can be explained by the following equation:

\[
\begin{bmatrix}
  l_{11} & l_{12} \\
  l_{21} & L_{22}
\end{bmatrix}
\begin{bmatrix}
  u_{11} & u_{12} \\
  U_{21} & U_{22}
\end{bmatrix} =
\begin{bmatrix}
  a_{11} & a_{12} \\
  a_{21} & A_{22}
\end{bmatrix},
\]

where \( l_{11} = 1 \) is the a scalar, and \( l_{21} \) and \( u_{12} \) are the column and row vectors respectively, and \( L_{22} \) and \( U_{22} \) are the \( (n-1) \times (n-1) \) submatrices. They can be computed by \( u_{11} = a_{11}, \) \( u_{12} = a_{12}, \) \( l_{21} = a_{21}/u_{11} \). After this, we end up with a \( (n-1) \times (n-1) \) equation to solve: \( L_{22}U_{22} = A_{22} - l_{21}u_{12} \). The process repeats until we reach a \( 1 \times 1 \) equation to solve. As we can see, the traditional right-looking method solves one row for \( U \) matrix and then one column for \( L \) matrix at each iteration. Then it updates the \( (n-1) \times (n-1) \) submatrix \( A_{22} \) on the right part of the whole matrix and solves the reduced matrix recursively (so it is called the right-looking method). Note that the right-looking method requires that \( A_{ii} \) is first factored before we can factor \( A_{i-1,i-1} \), which indicates the sequential data dependency of this algorithm and its limits for potential parallel implementations (although the multifrontal based hierarchical schemes can be exploited for parallelization [24]). Note that we ignore all the reordering steps for fill-in reduction and numerical pivoting as well as symbolic analysis steps as we will visit them later.

B. Left-looking factorization method

The G/P left-looking method shows better performances for sparse matrices and easier implementation than the traditional Gaussian elimination based methods. It also allows the symbolic fill-in analysis of \( L \) and \( U \) matrices before the actual numerical computing. Instead of computing one row of \( U \) and one column of \( L \), the left-looking method computes one column for both \( L \) and \( U \) instead. This is achieved by solving a lower triangular matrix. This lower triangular solution is repeated \( n \) times during the entire factorization (where \( n \) is the size of the matrix) and each solution step computes a column...
of the $L$ and $U$ factors. In this method, the matrix is traversed by columns from left to right. To compute current column, the algorithm has to look at all the previous computed columns on the left part of the $L$ and $U$. So it is called left-looking method. Algorithm 1 shows one detailed implementation of the left-looking LU factorization. In this pseudo code, the current column is indexed by $j$, and the columns to the left of the current column are indexed by $k$. To compute the current column $j$, the algorithm looks left and finds all already factored column $k$ ($k < j$), where $A_s(k, j) ≠ 0$, and then uses these columns to update current column $j$. $A_s(x, y)$ indicates the LU symbolically factorized $A$ matrix, where all the fill-ins and non-zero elements are assigned with non-zero initial values and their memories are allocated. Fig. 1 illustrates the basic idea of the left-looking algorithm. The key operation of the left-looking algorithm is the triangular matrix solving, which is actually performed by the so-called vector multiple-and-add (MAD) operations sequentially.

One important observation for the left-looking algorithm is that since all the fill-in patterns of factored matrices are exploited, we know some columns can be solved independently and in parallel, which is called column-level parallelism in the existing approaches. Such concurrency does not exist in the existing traditional right-looking algorithms due to the recursive nature of the algorithm as we mentioned before.

**Algorithm 1** The Gilbert-Peierls left-looking algorithm

```plaintext
1: for $j = 1$ to $n$ do
2:     /*Triangular matrix solving*/
3:     for $k = 1$ to $j - 1$ where $A_s(k, j) ≠ 0$ do
4:         /*Vector multiple-and-add*/
5:         for $i = k + 1$ to $n$ where $A_s(i, k) ≠ 0$ do
6:             $A_s(i, j) = A_s(i, j) - A_s(i, k) * A_s(k, j)$
7:         end for
8:     end for
9:     /*Compute column $j$ for $L$ matrix*/
10:    for $i = j + 1$ to $n$ where $A_s(i, j) ≠ 0$ do
11:        $A_s(i, j) = A_s(i, j) / A_s(j, j)$
12:    end for
13: end for
```

**C. Related works**

The G/P left-looking method shown in Fig. 1 has been parallelized on GPU recently [20]. This method exploits the two-level concurrency in the left-looking algorithm due to the sparsity patterns of the matrices. First, it exploits the column-level parallelism in the left-looking algorithm as mentioned earlier. Based on the matrix sparsity pattern, the independent columns can be grouped into levels. So the outer $j$ loop of Algorithm 1 can be parallelized by processing columns level by level. The so-called *cluster mode* in this algorithm is for levels with many independent columns, while the *pipeline mode* is for levels with only a few columns. It also explores the parallelism within the vector MAD operation, which is reflected in the $i$ loop of Algorithm 1. However, the middle $k$ loop of column-by-column update, which is the key operation, is still in serial. The reason is that there is only one column $j$ of the $U$ matrix and updating this column must be done sequentially.

**D. Review of GPU Architecture and CUDA programming**

In this subsection, we review the GPU architecture and CUDA programming. CUDA, short for Compute Unified Device Architecture, is the parallel programming model for NVIDIA’s general-purpose GPUs. The architecture of a typical CUDA-capable GPU is consisted of an array of highly threaded streaming multiprocessors (SM) and comes with up to a huge amount of DRAM, referred to as global memory. Take the Tesla C2070 GPU for example. It contains 14 SMs, each of which has 32 streaming processors (SPs, or CUDA cores called by NVIDIA), 4 special function units (SFU), and its own shared memory/L1 cache. The structure of a streaming multiprocessor is shown in Fig. 2.

As the programming model of GPU, CUDA extends C into CUDA C and supports such tasks as threads calling and memory allocation, which makes programmers able to explore most of the capabilities of GPU parallelism. In CUDA programming model, illustrated in Fig. 3, threads are organized into blocks; blocks of threads are organized as grids. CUDA also assumes that both the host (CPU) and the device (GPU) maintain their own separate memory spaces, which are referred to as host memory and device memory respectively. For every block of threads, a shared memory is accessible to all threads in that same block. The global memory is accessible to all threads in all blocks. Developers can write programs running millions of threads with thousands of blocks in parallel. This massive parallelism forms the reason that programs with GPU acceleration can be much faster than their CPU counterparts. CUDA C provides its extended keywords and built-in variables, such as `blockIdx.{x, y, z}` and `threadIdx.{x, y, z}`, to assign unique ID to all blocks and
threads in the whole grid partition. Therefore, programmers can easily map the data partition to the parallel threads, and instruct the specific thread to compute its own responsible data elements. Fig. 3 shows an example of 2-dim blocks and 2-dim threads in a grid, the block ID and thread ID are indicated by their row and column positions.

III. PROPOSED GLU SOLVER BASED ON THE HYBRID COLUMN-BASED RIGHT-LOOKING LU METHOD ON GPU PLATFORMS

In this section, we explain our new hybrid column-based right-looking sparse LU factorization method on the GPUs – GLU solver. GLU solver was originally inspired by the observation that the existing left-looking LU factorization has inherent limitations for concurrency exploitations due to the required solving of triangular matrices. To mitigate this problem, we look at the traditional right-looking LU factorization method, which seems more amenable for parallelization especially on GPU platforms. But we also want the benefits of symbolic analysis for storage management of factorized matrices and column-level concurrency in the left-looking based method. The resulting method is the hybrid column-based right-looking LU method, which will be discussed in the following.

A. The column-based right-looking algorithm

Our starting point is still the left-looking algorithm as we want to keep the column-concurrency and symbolic analysis and we still compute one column for both L and U matrices. But unlike the left-looking algorithm, once a column of L is computed, its impacts on the yet-to-be-solved columns will be updated right away (so we now start to look right in this sense). Algorithm 2 shows the hybrid column-based right-looking LU factorization algorithm, which turns out to be more amenable for GPU parallelization. In this pseudo code, the current column is indexed by \( k \), and the columns to the right of the current column, which are updated immediately after the current column has been computed, are indexed by \( j \). After current column \( k \) is computed, the algorithm looks right and finds all column \( j (j > k) \) in the submatrix, where \( A_{j}(k,j) \neq 0 \), and then uses column \( k \) to update these columns. \( A_{j}(x,y) \) indicates the LU symbolically factorized \( A \) matrix, where all the fill-ins and non-zero elements are assigned with non-zero initial values and their memories are allocated. Fig. 4 illustrates the basic idea of the hybrid column-based right-looking algorithm. The key operation of the right-looking algorithm becomes submatrix update now. But such change makes a major difference in terms of concurrency exploitation as we will show soon.

In this column-based right-looking algorithm, we still have three loops. The outer \( k \)-loop chooses the current column \( k \) that will be factorized; the middle \( j \)-loop chooses the column \( j \) in the submatrix right to column \( k \) that depends on column \( k \); and the inner \( i \)-loop is used to perform MAD operations between column \( k \) and column \( j \). But now, we will show that these three loops can be parallelized because the submatrix is updated by the \( i \) and \( j \) loops, which is more amenable for parallelization than the solving triangular matrices in the left-looking method (see details in Subsection III-C).

We remark the hybrid LU factorization method is similar to the multifrontal based right-looking LU factorization method, in the sense that each independent column and its connected columns can form a frontal matrix [24]. But in our approach,
Algorithm 2 The hybrid column-based right-looking algorithm

1: for \( k = 1 \) to \( n \) do
2: /*Compute column \( k \) of L matrix*/
3: for \( i = k + 1 \) to \( n \) where \( A_s(i, k) \neq 0 \) do
4: \( A_s(i, k) = A_s(i, k)/A_s(k, k) \)
5: end for
6: /*Update the submatrix for next iteration*/
7: for \( j = k + 1 \) to \( n \) where \( A_s(k, j) \neq 0 \) do
8: for \( i = k + 1 \) to \( n \) where \( A_s(i, k) \neq 0 \) do
9: \( A_s(i, j) = A_s(i, j) - A_s(i, k) * A_s(k, j) \)
10: end for
11: end for
12: end for

Fig. 4. The illustration of the hybrid column-based right-looking algorithm and the submatrix update at each iteration

B. Preprocessing and symbolic analysis

As we mentioned earlier that the proposed method combines the benefits of both left-looking method and the right-looking methods. As a result, it still follows the preprocessing and symbolic analysis steps to improve the factorization efficiency. Hence the new factorization algorithm can still be split into three phases. In the sequel, we give a brief description of the first two steps for the self-contained purpose. Then we analyze the related data dependency from the symbolic analysis step for GPU computing.

First, the preprocessing phase preorders the matrix \( A \) to minimize fill-in and to ensure a zero-free diagonal. Second, the symbolic phase performs symbolic factorization and determines the structure of lower triangular matrix \( L \) and upper triangular matrix \( U \). Then it groups independent columns into levels. Third, the numerical phase obtains the resulting lower and upper sparse triangular factors by solving the columns level by level. The preprocessing phase and symbolic phase are performed only once on CPU (which will be discussed in this section). The numerical phase can be performed multiple times on GPU. For the completion of the algorithm, we also present the first two phases.

In the preprocessing phase, we use HSL MC64 [25] to decrease the likelihood of encountering tiny pivots and AMD (Approximate Minimum Degree) algorithm [26] to reduce the fill-ins. The nonzero structure of the sparse matrix may dramatically change in course of LU factorization. In this step, we perform a left-looking algorithm based symbolic analysis [13] to determine the nonzero patterns of \( L \) and \( U \).

The core operation of left-looking algorithm is to solve the lower triangular system \( L_kx = b \) in order to compute the \( k \)th column, where \( L_k \) is lower matrix representing the already computed \((k-1)\) columns and the vector \( b \) is the \( k \)th column of matrix \( A \). This pseudo core operation is shown in Algorithm 3.

Algorithm 3 Forward substitution for solving sparse triangular matrices

1: \( x = b \)
2: for \( j = 0 \) to \( k - 1 \) where \( b(j) \neq 0 \) do
3: for \( i = j + 1 \) to \( n \) where \( L(i, j) \neq 0 \) do
4: \( x(i) = x(i) - L(i, j)x(j) \)
5: end for
6: end for

Fig. 6 shows a sparse matrix \( A \) and the predicted nonzero pattern of the LU factors of \( A \) after symbolic analysis (\( L \) and \( U \) share the same space of \( A \)), in which the black circle and white circle represent original entries of \( A \) and fill-in entries respectively. As a result, the matrix \( A \) now contains the fill-ins and elements in the original matrix. When we copy \( A \) to GPU’s memory, we actually copy the \( L \) and \( U \) matrices (with their values yet to be determined). After the factorization, the \( A \) becomes the resulting \( L \) and \( U \) matrices physically and it doesn’t contain the original matrix any more.

Another important problem is the column dependencies. It is clear that any column dependencies in the overall left-looking algorithm only arise from the sparse triangular solve step, the
Column \( k \)

Fig. 5. Nonzero pattern for a sparse triangular solver.
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\[ L_k(i,j) \]

\[ x(j) \]

\[ x(i) \]

![Image: Fig. 6. The original matrix (left) and the matrix (right) after symbolic analysis with predicted nonzero pattern of LU factors of \( A \).](image)

Fig. 6. The original matrix \( A \) (left) and the matrix \( A \) (right) after symbolic analysis with predicted nonzero pattern of LU factors of \( A \).

Fig. 7. The illustration of the resource-aware levelization scheme.
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The algorithm based symbolic analysis can be altered to expose the column-level parallelism. Despite this exposed column-evaluation concurrency, in the numerical factorization phase we can explore more parallelism available in each level using multiple threads.

On GPU, the global memory access from the same CUDA warp (one warp consists of 32 threads and it is scheduling unit on one SM on GPU) can be coalesced if they are visiting the consecutive memory address. However for sparse LU factorization, irregular nonzero pattern leads to many uncoalesced global memory accesses, which greatly degrades the performance. To maximize the coalescence, we use compressed sparse column (CSC) format to record the \( A \) matrices (\( L \) and \( U \) share the same storage of \( A \)) and record all nonzeros in \( L \) and \( U \). In addition, to maximize parallelization during the factorization, we also use compressed sparse row (CSR) format to record the nonzero positions of symbolic \( U \) (but not its values), and its usage will become clear soon.

Now let us look at how the three loops in the proposed right-looking method can be parallelized in GPU platforms. Algorithm 4 is the pseudo code for the proposed parallel column-based right-looking algorithm. The first loop is to choose a number of columns of \( L \) matrix in one level, which
can be factorized in parallel. Both the proposed method and the left-looking method enjoy this column-level parallelism as the proposed method is also based on the symbolic left-looking level analysis. The difference is in the other two loops of the two algorithms. Next, let us look at the computing steps inside the first loop (between line 2 and line 14). There are two stages. In the first stage, we compute the current column \( \text{col} \) of the \( L \) matrix by vector-scalar division and it can be performed in parallel easily. Due to the first column-level parallelism, we may have several current column \( \text{col} \)’s to be updated.

In the second step, we perform the submatrix update (MAD operations) for the current column \( \text{col} \). We are concerned \( \text{col} \)’s that are needed by other columns of the submatrix (means that \( A(k, j) \neq 0 \) in line 7 of Algorithm 2). We call the columns in submatrix which depends on current column \( \text{col} \), the \( \text{subcol} \). To facilitate locating those \( \text{subcol} \)’s, we need to access the dependency graph, which is represented by the symbolic upper triangular matrix \( U \). For instance, the \( \text{subcol} \)’s of a current column, say \( k \), can be found by using the nonzero position information of row \( k \) of \( L \). This also explains why we need to have symbolic \( U \) in the CSR format. Note that the current column \( \text{col} \) needs to be stored into a un-compressed array and the \( \text{subcol} \)’s can access the un-compressed array to get the \( \text{col} \) information to update themselves. Since the \( \text{subcol} \)’s only read information from the un-compressed column, there’s no conflict.

Notice that each \( \text{subcol} \) only needs to be updated once by the current column. As a result, all \( \text{subcol} \)’s in one submatrix can be updated in parallel. This parallelism in the loop is called submatrix update parallelism. In the third loop, the core operation is vector MAD operation, which is used to update a \( \text{subcol} \). In contrast, the current column \( \text{col} \) needs to be updated by all solved and relevant columns to its left in the left-looking algorithm in the left-looking algorithm and the updates to column \( k \) must be performed sequentially. Hence it cannot enjoy the submatrix update parallelism. As a result, we parallelize essentially all the loops in LU factorization in the proposed new method.

**Algorithm 4 Parallel column-based right-looking algorithm on GPU**

1: \textbf{for level 1 to level } \text{m do}  
2: \text{*column-level parallelism*}/  
3: \textbf{for all } \text{col}’s \text{ in current level in parallel do}  
4: \hspace{1em} compute current \text{col} of \( L \) matrix  
5: \textbf{end for}  
6: \hspace{1em} synchronize threads  
7: \textbf{for all } \text{col}’s \text{ in current level in parallel do}  
8: \text{*submatrix update parallelism*}/  
9: \hspace{1em} \text{for all } \text{subcol}’s \text{ in current submatrix which depends on } \text{col} \text{ in parallel do}  
10: \hspace{2em} \text{*vector MAD operation parallelism*}/  
11: \hspace{2em} update elements in one \text{subcol}  
12: \hspace{1em} \textbf{end for}  
13: \textbf{end for}  
14: \hspace{1em} synchronize threads  
15: \textbf{end for}

**D. Parallel implementation on GPU**

In parallel implementation of sparse LU factorization, the CPU is responsible for initializing the matrix and doing the symbolic analysis. GPU only concentrates on numerical factorization. CPU is also responsible for allocating device memory, copy host inputs to device memory, and copy the computed device results back to the host.

In the proposed algorithm, the matrix \( A \) is divided into several levels. With the resource-aware levelization scheme, the optimal number of thread blocks can be easily determined (see experimental section for some study results). We use one thread block to process one column in a level. In the first stage, we use one warp to compute one current column in the \( L \) matrix. Multiple current columns will lead to multiple blocks invoked in GPU in each kernel launch as each block can execute independently. Then we synchronize the threads within the block to ensure the current column is solved. In the second stage, we use one warp to update one \( \text{subcol} \). There may be multiple active warps in one block now. Within one block, there is no data conflict among warps because they update different \( \text{subcol} \). However, memory access conflict may occur between different blocks. For example, \( \text{column } j \) depends on both column \( k_1 \) and \( k_2 \), while column \( k_1 \) and \( k_2 \) are in the same level. In this case, the updates to the \( \text{column } j \) must be performed using atomic floating point operations. Finally, each element in \( \text{subcol} \)’s is updated by one thread. In this way, we can take the full advantage of the GPU powers.

Fig. 8 illustrates the difference for concurrency exploitation and warp scheduling schemes between the left-looking and the proposed column-based right-looking algorithm. It can be seen that there is only one warp sequentially updating current column with the already factored columns in the left-looking algorithms. However in the proposed right-looking algorithm, multiple warps can use the current column to update many different sub-columns concurrently.

**IV. NUMERICAL RESULTS AND DISCUSSIONS**

The proposed \( \text{GLU} \) LU factorization algorithm is implemented in C programming language. The GPU part is incorporated into the main program with CUDA C programming.
interface. The proposed method has been prototyped in CUDA 5.0 and the experimental results are carried out in a Linux server with two 8-Core Xeon E5-2670 CPUs, DDR3-1600 64GB memory. The server also consists of one K40 GPU and one K20 GPU, which serve as the GPU platforms for the proposed algorithms. Note that all the GPU results are obtained from the K40 GPU.

A. Performance comparisons

The benchmark matrices are listed in Table I. The general matrices set and the circuit matrices set are from University of Florida Sparse Matrix Collection [23], which are used to evaluate the proposed GPU sparse LU factorization against other LU solvers. We also include a set of self-generated RLC mesh networks, which are used for providing comparison results on large circuit matrices. In this table, \( N \) is the matrix size, \( \text{NNZ}(A) \) means the number of nonzeros of the original matrix \( A \), \( \text{NNZ}(A)/N \) shows the average number of nonzeros per row and \( \text{NNZ}(L+U-I) \) shows the number of nonzeros of the \( L \) and \( U \) matrices. Within each set, they are ranked with increasing number of \( N \) from top to bottom. Although our intention is for circuit matrices, we also include some matrices from wide applications to show that this GLU sparse solver can be applied for wide scientific and engineering applications.

We compare the proposed GLU solver against the recently proposed GPU left-looking algorithm (GPU-LL) [20], the UMFPACK solver [22], which is a righ-looking multi-frontal solver, the KLU solver [14] and PARDISO [21], which is a state of the art parallel sparse LU solver, over the benchmark matrices in Table I. In our performance evaluation, we use the CPU time reported by UMFPACK 5.6.2, KLU 1.2.0 and PARDISO 5.0.0.

Table II summarizes the performance comparison results over benchmark matrices. And the listed time is only for numeric factorization, excluding preprocessing and symbolic analysis because the numeric factorization can be done many times in circuit simulation and consume most of the simulation time while the other steps are not significant. For UMFPACK and KLU, it is difficult to see which one is better: KLU performs relatively better for circuit matrices, but are slower for matrices which take longer time to factor; UMFPACK beats KLU for general matrices which cost hundreds seconds in their factorization, but is much slower for circuit matrices; single-threaded PARDISO performs very well on general matrices.
which are more dense than circuit matrices; The 16-threaded PARDISO is very fast on some of the cases but not so impressive on some large circuit matrices like ASIC_680ks and all of our self-generated RLC mesh networks; GPU-based left-looking solver, GPU-LL, has very stable performance on all of the three sets.

The proposed GLU algorithm outperforms the above solvers on most of the matrices cases with various structures. For the general matrices set, compared to the KLU and UMFPACK, our speedup can achieve 39.4× and 24.0× on geometric mean, respectively. In addition, we can see in some cases such as mc2depi, the speedup over KLU solver can be as high as 530×. Compared to the single-threaded and the 16-threaded PARDISO solver, the speedup can be 6.38× and 1.12× on geometric mean, respectively. Compared to the GPU-LL solver, the speedup ranges from 1.09× to 4.49×, with 2.35× on geometric mean, which is still quite significant, which was also observed in [28].

Last, we perform the comparison on a set of self-generated general RLC mesh networks. We notice that the KLU solver is highly optimized for the circuit matrices and it indeed shows better performance. But still the 16-threaded PARDISO gives the best results among all the CPU sparse solver. However the new GLU method outperforms KLU about 7.24× on average. And the UMFPACK solver runs out of memory on two largest matrices. For the other 3 matrices, the proposed method also delivers about 29.53× speedup compared to UMFPACK solver. Also GLU outperforms single-threaded and 16-threaded PARDISO with 10.09× and 2.87× on average. Compared with the GPU-LL solver, GLU achieves about 1.60× speedup and it again consistently outperform the GPU-LL solver on all the examples, which further demonstrates the advantage of the proposed method over the existing GPU-LL method.

### B. Impacts of warp number on performance

![Speedup over KLU vs. number of warps per SM on K40c.](image)

Next, we study one important design parameter and its impacts on performance of the GLU solver. We observe that one important parameter for the proposed solver is the number of warps allowed for each block or streaming multiprocessor (SM). Fig. 9 shows the speedup over KLU on four matrices on K40 GPU, with different number of warps per SM. The best performance is achieved when the number of resident warps per SM is around 8.
As we mentioned in Section III-D, we use one warp to process one sub-column. Although more active warps can attain a higher parallelism, processing too many sub-columns simultaneously may decrease the performance. There are several reasons for this. First, there may not be enough sub-columns as the matrix is sparse, while more resident warps means more overhead on SM. Second, it may lead to more memory access conflicts as the threads need to perform slow atomic operations. With a threshold warp number set to 8, the performance reaches its best in terms of those trade-offs. When we further increase the number of warp, although there are more threads, the parallelism will not be further exploited so the performance starts to degrade. Note that such golden number of warp number depends on the structure of sparse matrix, and a few tries are needed to find the optimal number.

V. CONCLUSION

We have proposed a new sparse LU solver on GPUs for circuit simulation and more general scientific computing. The new algorithm is based on a hybrid right-looking LU factorization method, which we showed, is more suitable for GPU computing as it can exploit more parallelism than the widely used left-looking LU factorization algorithm. We further showed how the three loops of LU factorization can be parallelized based on the GPU thread structures, while the existing GPU left-looking LU factorization method can only parallelize two loops. Numerical results show that the proposed GLU solver can deliver 5.71 × and 1.46 × speedup over the single-threaded and the 16-threaded PARDISO solvers respectively, 19.56 × speedup over the KLU solver, 47.13 × over the UMFPACK solver and 1.47 × speedup over a recently proposed GPU-based left-looking LU solver on the set of typical circuit matrices from University of Florida Sparse Matrix Collection (UFL). Furthermore, we also compare the proposed GLU solver on a set of general matrices from UFL, GLU achieves 6.38 × and 1.12 × speedup over the single-threaded and the 16-threaded PARDISO solvers respectively, 39.39 × speedup over the KLU solver, 24.04 × over the UMFPACK solver and 2.35 × speedup over the same GPU-based left-looking LU solver. Also comparison on self-generated RLC mesh networks shows a similar trend, which further validates the advantage of the proposed method over the existing sparse LU solvers.
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