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Efficient temperature estimation is vital for designing thermally efficient, lower power and robust integrated circuits in nanometer regime. Thermal simulation based on the detailed thermal structures no longer meets the demanding tasks for efficient design space exploration. The compact and composable model-based simulation provides a viable solution to this difficult problem. However, building such thermal models from detailed thermal structures was not well addressed in the past. In this paper, we propose a new compact thermal modeling technique, called ThermComp, standing for thermal modeling with composable modules. ThermComp can be used for fast thermal design space exploration for multi-core microprocessors. The new approach builds the composable model from detailed structures for each basic module using the finite difference method and reduces the model complexity by the sampling-based model order reduction technique. These composable models are then used to assemble different multi-core architecture thermal models and realized into SPICE-like netlists. The resulting thermal models can be simulated by the general circuit simulator SPICE. ThermComp tries to preserve the accuracy of fine-grained models with the speed of coarse-grained models. Experimental results on a number of multi-core microprocessor architectures show the new approach can easily build accurate thermal systems from compact composable models for fast architecture thermal analysis and optimization and is much faster than the existing HotSpot method with similar accuracy.
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1. INTRODUCTION

Continuous process scaling and device density rising lead to rapid power density increase and adverse thermal effects. This problem becomes more severe as the VLSI technology scales to the nanometer ranges. Excessively high on-chip temperature can cause many severe problems such as reduced reliability of chips and elevated cooling cost of the packaging [Gunther et al. 2001; Brooks and Martonosi 2001]. Thermal management and related design problems continue to be identified by the Semiconductor Industries Association Roadmap [ITRS 2011] as one of the five key challenges during the next decade to achieve the projected performance goals of the semiconductor industry. Thus, accurate and efficient thermal modeling and analysis are vital for the thermal-aware VLSI design [Pedram and Nazarian 2006] to improve performance, reliability, power reduction as well as online temperature regulation techniques [Brooks and Martonosi 2001; Skadron et al. 2003].

Multi-core techniques mitigate the exponential growth of temperature resulting from the exponential increase of power density [Li et al. 2006; Intel Corporation 2006; AMD Inc. 2006; Liao et al. 2010; Liao et al. 2011]. Multi-core computing simply increases the total throughput via parallel computation with lower voltage and frequency to meet the thermal constraints. But thermal effects and the resulting reliability concerns, such as NBTI effect, are influenced by the placement of CPU cores and shared caches, loading of programs, and cooling solutions at the package level. So it is vital to accurately estimate the temperature during the floorplanning, architecture design [Huang et al. 2004; Skadron et al. 2003; Huang et al. 2006; Li et al. 2009; 2008; Yang et al. 2007] and the run time [Wang et al. 2011] of the multi-core microprocessors.

Traditional thermal analysis solves the thermal diffusion (partial differential) equation directly using numerical approaches such as FEM (finite element), FDM (finite difference) and CFD (computational fluid dynamics). These approaches are accurate given detailed thermal structures. However, the resulting equation sizes can be prohibitively large for design explorations, hence, thermal simulation starting from detailed thermal structures by solving thermal diffusion equations no longer meets the demanding design tasks for efficient design space exploration. As thermal effects become the first-class design constraints, efficient thermal analysis calls for more efficient solutions. The compact and composable model-based simulation provides a viable solution to this difficult problem. Composable is defined as the ability to build the basic module models, which are then used to assemble different large systems. We also call the assembling process as composition. In addition, the large system assembled from the basic modules is called the composite model. This strategy is similar to the model-based electronic circuit simulation method, such as SPICE, which no longer solves the basic Poisson’s equations directly at the device level to obtain the voltage and current information. Similar to the SPICE device models of the CMOS and BJT transistors, we propose new composable thermal models, which can be reused and easily connected to build various thermal circuits and systems.

In this paper, we address the emerging problem introduced above by proposing a novel composable thermal modeling approach. We present the new approach in the context of fast thermal analysis and design for multi-core microprocessors at the architecture level. The new approach, called ThermComp, which stands for thermal modeling with composable modules, builds the compact thermal models for the basic modules (CPU core and cache, for example) from detailed thermal models generated by the finite difference method. Then, it applies the sampling-based reduction technique to reduce the complexity of those models. To make the complexity reduction efficient for thermal models with many ports, port reduction by means of adjacent port merging has been introduced. Such port reduction naturally leads to a new two-grid discretiza-
The composable modeling has three main advantages over traditional thermal modeling: first, it enables the reuse of the compact components in the thermal modeling process, especially for the multi/many-core systems: only few compact models need to be built for very large system with multiple identical components; second, the change in the design architecture only requires recomposing the compact components instead of rebuilding the whole model; third, it makes compact modeling and simulation of extremely large thermal system possible (in reasonable time and memory) because directly applying model order reduction on or simulation of the large system is impossible due to the memory and computational cost limitations. The proposed method tries to achieve both high efficiency and accuracy for thermal simulation and verification. Hence it will always help when the trade-off of efficiency and accuracy has been made in thermal-oriented chip design and optimization at the architecture and core levels.

Experimental results on a number of multi-core microprocessor architectures show the new approach can easily build accurate composite thermal models from compact models of different modules for the fast architecture thermal analysis and optimization. The compact models lead to orders of magnitude speedup over the standard finite difference method with marginal error.

The rest of this paper is organized as follows: Section 2 presents some existing works. Section 3 introduces the thermal modeling problem we are trying to solve. Section 4 presents the new composable thermal modeling method. Section 5 shows the experimental results and Section 6 concludes the paper.

### 2. EXISTING WORKS

Many compact static and transient thermal modeling methods at different levels (parts, package and board) have been proposed in the past. One popular approach is based on simple thermal resistance and capacitance networks subject to different thermal boundary conditions [Lasance et al. 1995; Christiaens et al. 1998; Augustin et al. 2005]. The traditional limitation of these methods is to determine appropriate RC values of elements, especially for the complex geometries and boundary conditions. The RC values are typically determined and optimized against field numerical or analytic results [Gerstenmaier and Wachutka 2002; Pape et al. 2004] and the measured data [Rencz et al. 2003]. A transient simulation technique using alternating direction implicit (ADI) method is proposed to enhance the simulation efficiency of the three dimensional thermal RC circuit [Wang and Chen 2002]. Another viable approach is by means of model order reduction of the large linear dynamic thermal systems after the spatial discretization. Existing approaches apply the multi-point Krylov subspace method [Codecasa et al. 2003] and the multivariate moment matching method [Codecasa et al. 2006]. Recently, many other fast thermal modeling and simulation techniques have been proposed, such as the compact thermal models based on the floorplan at architecture level [Huang et al. 2004; Skadron et al. 2003; Huang et al. 2006], the black-box behavioral thermal models [Li et al. 2009; 2008] and the spatially adaptive thermal modeling technique ISAC [Yang et al. 2007].

### 3. THERMAL SIMULATION AND NEW COMPOSABLE MODELING PROBLEM

In this section, we briefly present the basics of microprocessor thermal modeling. The finite difference method based thermal modeling technique is shown in Section 3.1. The boundary condition handlings are introduced next, in Section 3.2 and Section 3.3.
Finally, the compact modeling technique and its corresponding model complexity reduction problem are shown in Section 3.4 and Section 3.5, respectively.

3.1. Thermal simulation problem from the first principles

At the circuit, package and board levels, the heat transfer phenomena is governed by the following heat differential equation [Cheng et al. 2000]:

\[
\rho C_p \frac{\partial T(\vec{r}, t)}{\partial t} = \nabla \cdot [\kappa(\vec{r}, T) \cdot \nabla T(\vec{r}, t)] + g(\vec{r}, t)
\]

which is subject to the following general thermal boundary condition (Robin’s boundary condition)

\[
\kappa(\vec{r}, T) \frac{\partial T(\vec{r}, t)}{\partial n_i} = h_i(T(\vec{r}, t) - T_{amb})
\]

In (1), \( T \) (K) is the temperature, \( \rho \) (Kg/m³) is the density of the material, \( C_p \) (J/Kg·K) is the mass heat capacity, \( \kappa \) (W/m·K) is the thermal conductivity, and \( g \) (W/m³) is the heat energy generation rate. In (2), \( n_i \) is the outward direction normal to the boundary condition \( i \), \( h_i \) (W/m²·K) is the heat-transfer coefficient (for the convective interface), and \( T_{amb} \) is the ambient temperature surrounding the thermal systems. If \( h_i = 0 \), the boundary condition is adiabatic (isolated), otherwise, it is convective. Note that the thermal conductivity \( \kappa \) differs for different materials and also depends on the temperature.

For the finite difference based numerical analysis, a seven-point discretization scheme can be applied for (1) in three dimensions. The thermal structure will be decomposed into numerous rectangular parallelepipeds, which may be of non uniform sizes and shapes. The adjacent elements interact with each other via heat diffusion and the elements interact with boundaries via specific boundary conditions. Each element may have power sources, temperature, and equivalent thermal capacitance and resistance to its adjacent elements. Assuming homogeneous material and temperature independent \( \kappa \), \( \nabla \cdot [\kappa(\vec{r}, T) \cdot \nabla T(\vec{r}, t)] \) becomes \( \kappa \nabla^2 T(\vec{r}, t) \). Equation (1) becomes a linear partial differential equation

\[
\rho C_p \frac{\partial T(\vec{r}, t)}{\partial t} = \kappa \left[ \frac{\partial^2 T(\vec{r}, t)}{\partial x^2} + \frac{\partial^2 T(\vec{r}, t)}{\partial y^2} + \frac{\partial^2 T(\vec{r}, t)}{\partial z^2} \right] + g(\vec{r}, t)
\]

After the space discretization, the temperature \( T(x, y, z, t) \) at the grid point \((i, j, k)\) is replaced by \( T_i(i\Delta x, j\Delta y, k\Delta z, t) \). We denote \( T(i\Delta x, j\Delta y, k\Delta z, t) \) by \( T_{i,j,k} \) for the rest of the paper. According to the central difference discretization, we will have the following discretized equation for grid \((i, j, k)\)

\[
\rho C_p M \frac{\partial T_i}{\partial t} = -2(G_x + G_y + G_z)T_{i,j,k} + G_x T_{i-1,j,k} + G_x T_{i+1,j,k} + G_z T_{i,j-1,k} + G_z T_{i,j+1,k} + G_z T_{i,j,k-1} + G_z T_{i,j,k+1} + M g_{i,j,k,t}
\]

where \( \Delta x, \Delta y, \Delta z \) are the discretization steps along the x, y, z axes, \( M = \Delta x \Delta y \Delta z \).

3.2. Adiabatic thermal condition for compositability

The composable models need to be constructed such that the composite system connected by these modules is the same as the system constructed directly from the original structure. It can be proved that to make the thermal model composable, the adiabatic thermal conditions (special Neumann’s boundary condition) [Cheng et al. 2000]
\[
\kappa(\vec{r}, T) \frac{\partial T(\vec{r}, t)}{\partial n_i} = 0
\]

should be added at the thermal modules.

Specifically, for the adiabatic condition, there are no thermal exchanges between the boundary nodes and outside. When two modules are connected together, the connected boundary nodes of the two modules will become one node in the new system. Heat will flow via normal diffusion as there is no boundary between the two modules. The interface with adiabatic thermal conditions is called the composable interface in this paper.

We remark that the isothermal or adiabatic thermal condition assumption actually is not a restriction for our modeling process. If we want to merge two thermal modules together, the merged interface must be adiabatic so that the merged thermal system will look like a system where normal thermal diffusions will happen at the merged boundaries and those merged boundaries will become internal parts of the whole system. For boundaries or interfaces, which are not merged, any thermal conditions can be applied and there is no restriction on those boundaries. Since the modules are always merged with other modules to build a complete thermal system, the adiabatic thermal interface or boundaries will never be the actual interfaces or boundaries for the complete thermal systems.

### 3.3. Equivalent circuits for other boundary conditions

For other boundaries, which interact with the outside directly via convection or other heat exchange mechanisms, a proper thermal condition (Robin’s boundary condition) in terms of equivalent thermal resistance and independent source should be added at the ports as shown below.

To illustrate this, let us consider only one dimension (x direction). From (2), we carry out the discretization on the x direction

\[
\kappa \frac{\partial T}{\partial x} = h_x(T_{amb} - T)
\]

Here \( T_0 \) represents the temperature of a node just at the boundary and \( T_1 \) is the temperature of the adjacent node inside the module.

(6) is interpreted as the temperature relation between two branches \((T_0, T_1)\) and \((T_1, T_{amb})\). Since we already know the thermal conductance between \( T_0 \) and \( T_1 \) through discretization, which is denoted as \( G_x \), (6) readily becomes a three-branch KCL equation at \( T_0 \)

\[
(T_0 - T_1)G_x = \frac{h_x \Delta x G_x}{\kappa} T_{amb} - \frac{h_x \Delta x G_x}{\kappa} T_0
\]

Then, an equivalent circuit is generated with a current source (with \( \frac{h_x \Delta x G_x}{\kappa} T_{amb} \)) and a resistor (with conductance \( \frac{h_x \Delta x G_x}{\kappa} \)) connected to the ground at \( T_0 \).

We can build a library where for each thermal module, such as the CPU core, there are different thermal conditions and different composable interfaces.

### 3.4. Simulation by compact thermal modeling for multi-core systems

A traditional thermal analysis method directly solves the discretized thermal system in (3). In order to capture the junction temperature of a multi-core chip, a fine grid needs to be used, resulting in a very large thermal system. In this case, directly solving
the system can be very expensive or even prohibitive. A solution is to build a reduced system using the model reduction techniques. However, building a reduced model from a very large scale system is still expensive. Moreover, a slight change in the multi-core architecture requires redoing the whole finite difference discretization and rebuilding the reduced model from the very large discretized system. As a result, it will be unacceptable for the thermal design exploration for various multi-core architectures as the spatial discretization, reduction and simulation have to be done for every architecture during the optimization steps.

Instead of directly using (4) or its reduced model for thermal analysis, a more efficient composable thermal-model based approach is more desirable. As shown in Fig. 1 (a), we first build two compact composable models for CPU core and cache modules through the finite difference method and model reduction. Then, using the two models, we can build the multi-core thermal system such as the quad-core system shown in Fig. 1 (b), the 16-core system shown in Fig. 1 (c) or other multi-core thermal systems. We assume the CPU cores are the same for simplicity, but our approach can be easily extended to different CPU cores and other functional blocks. Fig. 2 is the lateral structure view of a typical package for the multi-core system. Typically the heat generated at the die is conducted from the bottom to the heat spreader and then to the heat sink. In this paper, we do not directly consider those package structures. Instead, we capture the effects of those package structures on the die using proper thermal conditions. For brevity’s sake, we assume the other sides of the die do not have heat exchange (adiabatic condition).

As discussed above, our goal is to build the compact composable thermal model for each module (CPU core and cache) so we can quickly build the composite models for different multi-core architectures instead of building the whole thermal systems from scratch every time.

3.5. Model complexity reduction problem

We already have detailed thermal models for the modules in the finite difference framework with certain boundary conditions. The modeling problem now is to build the compact thermal model for each module.

Specifically, if we have \( n \) discretized elements (grids) with specific boundary conditions, equation (4) becomes a linear ordinary differential equation

\[
C \frac{dT(t)}{dt} + GT(t) = Bg(t)
\]

where \( C \in \mathbb{R}^{n \times n} \) is the thermal capacitance matrix, \( G \in \mathbb{R}^{n \times n} \) is the thermal conductance matrix. \( B \in \mathbb{R}^{n \times p} \) is the position matrix for a total of \( p \) ports including the boundary ports and the power dissipation sources. \( g(t) \in \mathbb{R}^{p \times 1} \) represents the power injections from the boundary ports and the power dissipation sources. The boundary port sources modeling has been discussed in Section 3.3 and the power dissipation sources modeling will be presented in Section 4.3.

To reduce the model complexity, model reduction techniques can be applied to (8). However, we will show that existing reduction methods do not work well for the thermal models with many ports in general, which will be addressed in Section 4.1.

4. NEW COMPOSABLE THERMAL MODELING METHOD

In this section, the new composable thermal modeling method is presented. A two-grid discretization scheme is introduced in Section 4.1 to reduce the number of ports of each module in order to enhance the model order reduction efficiency. The stability and the property of the new discretization is shown in Section 4.2. Next, in Section 4.3, three power dissipation models are presented and their handling by the composable thermal
modeling method is studied. Section 4.4 introduces the thermal model order reduction technique which generates smaller model for faster simulation speed. Finally, we show how to realize the reduced thermal model into SPICE sub-circuit for easier composition in Section 4.5 and how to retrieve the internal node temperature from the reduced thermal model in Section 4.6.

4.1. Two-grid scheme for discretization

To build compact thermal models from detailed models generated by the finite difference method (or other discretization schemes), one viable way is to partition the original thermal structure into many building blocks and perform reduction on these modules. In case of the multi-core processor example shown in Fig. 1 (b) and (c), the natural building blocks are the CPU core module and the cache module.
However, such a simple strategy does not work well in practice. The main reason is that many ports will be generated for such thermal modules since each grid in one direction will generate one port as shown in Fig. 3. As a result, the number of ports can be huge if the mesh is large. \(^1\) Existing model order reduction techniques such as the Krylov subspace or the Gramian based methods do not work well when the number of ports is large because the projection space and the computational time are tightly determined by the port counts. Reducing the number of ports is vital for building the compact thermal models.

The many ports problem mentioned above can be solved by assuming the adjacent boundary nodes are isothermal. In this way, we can reduce the number of ports by merging some adjacent ports into one port. Meanwhile, such port merging or reduction needs to ensure the composability of the thermal modules for fast thermal design exploration. So the port reduction needs to follow geometrical patterns such that the resulting thermal modules can be easily assembled to build different thermal systems.

To achieve the two goals: reducing the port number and ensuring composability, the port merging should equivalently lead to a coarser global grid among all the modules so they can be easily assembled based on this global grid. In the following, we use a \(2 \times 2 \times 2\) meshed structure example (in finite difference scheme) shown in Fig. 3 to illustrate the idea.\(^2\)

For this meshed structure, there are 8 nodes (cubes) denoted by light solid circles and 24 ports by dark solid circles. Please note, for this special case, every node is on the boundary and is the vertex of the cube. Thus, each of them has 3 ports connected. We also indicate the connection between the nodes by an equivalent thermal resistance. Each node also has an equivalent thermal capacitance connected to the ground, which is not displayed for simplicity. If we apply the adiabatic conditions to all the 6 interfaces, the \(G, C, T, g\) and \(B\) matrices are shown in (9)-(13) respectively.

\(^1\)The internal power dissipation sources also contribute to the number of ports. But as shown in Section 4.3, only one port is enough to represent all the power dissipation sources in a module.

\(^2\)For simplicity, in this example, we ignore the internal power sources whose effects will be discussed later. Also, we do not show the thermal capacitors and only the ports on the three front faces are shown.
Fig. 3. A $2 \times 2 \times 2$ meshed structure case. The nodes and the ports are represented by light solid circles and dark solid circles, respectively.

$$G = \kappa \begin{bmatrix} 3 & -1 & -1 & -1 \\ -1 & 3 & -1 & -1 \\ -1 & -1 & 3 & -1 \\ -1 & 3 & -1 & -1 \\ -1 & -1 & 3 & -1 \\ -1 & -1 & -1 & 3 \end{bmatrix}$$ \hspace{1cm} (9)$$

$$C = \rho C_p I_{8 \times 8}$$ \hspace{1cm} (10)$$

$$T(t) = [T_{1,1,1} \ T_{2,1,1} \ T_{1,2,1} \ T_{2,2,1} \ T_{1,1,2} \ T_{2,1,2} \ T_{1,2,2} \ T_{2,2,2}]^T$$ \hspace{1cm} (11)$$

$$g(t) = [g_{1,1,0} \ g_{2,1,0} \ g_{1,2,0} \ g_{2,2,0} \ g_{1,1,1} \ g_{2,1,1} \ g_{1,2,2} \ g_{2,2,2} \ g_{1,0,1} \ g_{2,0,1} \ g_{1,0,2} \ g_{2,0,2} \ g_{1,1,2} \ g_{2,1,2} \ g_{1,2,1} \ g_{2,2,1} \ g_{3,1,1} \ g_{3,1,2} \ g_{3,2,1} \ g_{3,2,2}]^T$$ \hspace{1cm} (12)$$

$$B = \begin{bmatrix} 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 1 \end{bmatrix}$$ \hspace{1cm} (13)$$
$T_{i,j,k}$ is the temperature of the node at $(i, j, k)$ in Fig. 3 where $i$, $j$ and $k$ are indexes in the $x$, $y$, $z$ directions, respectively. $g_{i,j,k}$ is the power injection into the boundary port at $(i, j, k)$. $(i, j, k)$ can be the position of a node (with $T_{i,j,k}$) or a port (with $g_{i,j,k}$). Notice that $I_{8 \times 8}$ is an $8 \times 8$ unit matrix. So we have a symmetric positive definite (s.p.d.) matrix $G$ and a unit matrix $C$. Matrix $G$ will still be s.p.d. when we have power dissipation sources since the power dissipation sources will only change the $B$ matrix. The s.p.d. property can be preserved during the projection based reduction, allowing the reduced models to be further optimized and realized. It will be shown in Section 4.5.

In this simple case, we have more ports than nodes. As a result, existing model reduction methods such as the Krylov subspace based method do not work. For instance, even with only one moment matching, one will end up with a larger reduced model ($24 \times 24$ matrices, which are also full matrices!) than the original one ($8 \times 8$ sparse matrices). Although for the large real finite difference thermal model, the port number is one order of magnitude smaller than the grid number, it still greatly degenerates the model reduction efficiency.

In general, if the number of grids in the $x$, $y$ and $z$ directions are $X$, $Y$ and $Z$, the number of nodes in the detailed thermal model is $XYZ$, while the number of ports is

$$f_{\text{port}} = 2(XY + XZ + YZ)$$

which indicates the number of ports grows quadratically with the grid count. It is impossible to build very compact thermal models if the port number is not reduced.

To reduce the number of ports, one idea is to reduce the number of grids at the boundaries using a large grid size assuming the boundary surface of the large grid is isothermal. We can simply merge the adjacent boundary nodes into one node and then build the new finite difference matrices. But this scheme requires the construction of the new $G$ and $C$ matrices in (8). A better way is to just merge the adjacent ports of the boundary nodes into one port assuming all the involved nodes are connected to the same port. Using the example in Fig. 3, if we merge 4 adjacent ports into 1 port in each boundary face as show in Fig. 4, the port number will be reduced to 6. The $B$ and $g(t)$ matrices after this boundary merge are shown as

$$B_m = \begin{bmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{bmatrix}$$

$$g_m(t) = [g_{x,y,0}, g_{x,y,3}, g_{x,0,z}, g_{x,3,z}, g_{0,y,z}, g_{3,y,z}]^T$$

where the subscripts $x$, $y$ and $z$ represent the merged indexes in the $x$, $y$ and $z$ directions, respectively. Such a port reduction also leads to a larger grid size at the boundaries as shown in Fig. 4.

The boundary merging will introduce errors because some adjacent nodes with different temperatures are merged together. The errors, however, are relatively small when the power dissipation is uniformly distributed inside the module and will be larger when the power dissipation distribution has a large gradient just next to the boundary. As shown in our experiment, even in the latter case, the errors are still within $2-3^\circ C$ and the large errors only appear at the boundaries. In order to further improve the accuracy, a finer boundary grid can be used through merging less ports.
4.2. Stability and property of the new discretization

In the new two-grid discretization, we only change the right-hand side matrix $B$ without altering the $G$ and $C$ matrices in (8), so the resulting thermal matrices will still be symmetric positive definite. This is important for more accurate reduction and passivity preservation during the reduction process.

For the finite difference method, if $h$ is the space difference (assume it is the same for all the three dimensions), the time step $\Delta t$ can’t be too large to ensure the numerical stability of the integration. As a result, $\Delta t$ will be restricted by the following equation (when the explicit time discretization method is used) [Ozisik 1994]:

$$0 < \Delta t < \frac{1}{2\beta(\frac{1}{\Delta x^2} + \frac{1}{\Delta y^2} + \frac{1}{\Delta z^2})}$$

where $\beta = \frac{\kappa}{pC_p}$. For the new method, this is not an issue. First, we typically use implicitly discretization methods such as the Backward Euler, Trapezoidal or Gear methods, which do not restrict the time step sizes and are always stable for a stable system. Even if we use the explicit time discretization method such as the Forward Euler method, the resulting model is still stable (assume the simulation of the original model without reduction is stable) – since we increase the space difference at the boundary, it will give a larger upper bound for $\Delta t$. As a result, if we still use the same $\Delta t$ for the model without port merging, the simulation will be definitely stable.
4.3. Power dissipation modeling

Each module has its own power dissipation property, approximately characterized as the power dissipation distribution within its 3D structure. In this paper, the power dissipation is modeled in three ways. The first model assumes the power inside a module is uniformly distributed. We call it the uniform model. The second model assumes the power is concentrated in some power centers, and is called the center model. The third model, called the distribution model, follows the measured or given power distribution across the module. The first two models are simple but less accurate as some simplifications are made. Specifically, the uniform model generally gives optimistic junction temperature predictions while the center model generally gives pessimistic ones. Although the distribution model is more accurate, it requires the detailed power distribution, which may be unavailable. Please note that the first two models are just two special cases of the third model: the uniform model is the distribution model with a uniform distribution and the center model is the distribution model with zeros everywhere except for the power centers.

In our composable thermal model, all of the three power dissipation models can be easily handled with a simple formulation. Specifically, the power dissipation of a module is represented at the right hand side of our thermal model as $B_{pw} \times g_{pw}(t)$. $B_{pw} \in \mathbb{R}^{n \times 1}$ represents the power distribution in the module and is one column of the $B \in \mathbb{R}^{n \times p}$ matrix in (8) (the other columns in $B$ are for the boundary condition power sources). $g_{pw}(t)$ is the total power dissipation in the module and is an element of $g(t)$. Each element of $B_{pw}$ corresponds to a finite difference node and its value is the weight of the power dissipation of the finite difference node against the total power dissipation of the module. For the uniform model, each element of $B_{pw}$ is 1/n and for the center model, all elements have the value 0 except for the power center nodes whose value is 1/n, where $n_c$ is the number of the power centers. The element values of the distribution model are set according to the provided power distribution. Given the power distribution function as $f(x, y, z)$, the $i$th element of $B_{pw}$, denoted as $b_{pw}^i$, is calculated as

$$b_{pw}^i = \frac{\int_{y_{i}}^{y_{i}^+} \int_{z_{i}}^{z_{i}^+} \int_{x_{i}}^{x_{i}^+} f(x, y, z) \, dz \, dy \, dx}{\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f(x, y, z) \, dz \, dy \, dx}$$

where $x_{i}^-$, $y_{i}^-$ and $z_{i}^-$ are the starting coordinates of the $i$th finite difference element and $x_{i}^+$, $y_{i}^+$ and $z_{i}^+$ are its ending coordinates.

We use a one dimensional module ($x$ direction) as an example to illustrate the proposed idea. Assume the module is positioned on $x \in [0, 1]$ and discretized into three nodes. For the uniform model, $B_{pw} = [1/3, 1/3, 1/3]^T$ and $B_{pw} \times g_{pw}(t) = [g_{pw}(t)/3, g_{pw}(t)/3, g_{pw}(t)/3]^T$ indicate the total power $g_{pw}(t)$ is equally divided into three parts which are injected into three finite difference nodes separately. For the center model with only one power center at $x = 0.5$, there will be no power injection into the first and the third nodes while all the power flows into the second node. As a result, the $B_{pw}$ vector is $[0, 1, 0]^T$. For the distribution model, assume we have the simple power distribution $f(x) = x$, the $B_{pw}$ vector should be $[1/9, 1/3, 5/9]^T$ according to (18).

In summary, all the three power dissipation models can be handled by our thermal model using the same formulation. Additionally, no matter which power dissipation model is used, there will be only one power dissipation handling column $B_{pw}$ inside $B$ in our thermal model. As a result, the model reduction efficiency will not be degraded.
4.4. Thermal model reduction

Reducing the complexity of linear dynamic systems by means of model order reduction has been studied intensively for parasitic electronic circuits in the past [Antoulas 2005; Tan and He 2007]. For compact thermal modeling, the Krylov subspace based approaches have been applied to reduce the large models [Codecasa et al. 2003; 2006]. In this paper, we apply a more accurate sampling-based reduction technique [Willcox and Peraire 2002; Phillips and Silveira 2005; Wang et al. 2012], which is based on the globally accurate balanced truncation realization reduction scheme.

For a dynamic thermal system described in (8), the goal is to find a subspace represented by the projection matrix \( V \in \mathbb{R}^{n \times k} \), resulting in the approximation

\[
T \approx V \tilde{T}
\]

where \( \tilde{T} \in \mathbb{R}^{k \times 1} \) is the state in the reduced model and \( k \ll n \). This is not an equation but an approximation because \( \tilde{T} \) has a smaller dimension than \( T \) and the information in some dimensions may have been lost. The resulting thermal equation becomes

\[
\tilde{C} \frac{d\tilde{T}(t)}{dt} + \tilde{G}\tilde{T}(t) = \tilde{B}g(t)
\]

where

\[
\tilde{G} = V^T G V, \quad \tilde{C} = V^T C V, \quad \tilde{B} = V^T B
\]

with \( \tilde{G} \in \mathbb{R}^{k \times k}, \tilde{C} \in \mathbb{R}^{k \times k}, \tilde{B} \in \mathbb{R}^{k \times p} \). The resulting reduced model should preserve the port behaviors of the original system.

One way to obtain the projection matrix \( V \) is by means of the truncated balanced realization (TBR) method. TBR first performs the coordinate changes such that the controllability and observability (described by their corresponding Gramians \( X \) and \( Y \)) are the same for every state. In this way, the balanced weak states can be truncated by picking only the dominant eigenspace of \( XY \) as the projection matrix \( V \). However, the computational cost to obtain the Gramians is \( O(n^3) \), which makes it too expensive for integrated circuits problems and thus an efficient Gramian approximation technique is highly appreciated.

Recently, some fast TBR methods have been proposed [Willcox and Peraire 2002; Phillips and Silveira 2005] to mitigate the high computational cost of the standard TBR method, where the Gramians are approximated using the Monte-Carlo sampling approach. Specifically, the Gramian, denoted as \( X \),\(^3\) is explicitly written as the following integral in the frequency domain

\[
X = \int_{-\infty}^{+\infty} (j\omega C + G)^{-1}BB^T(j\omega C + G)^{-H} d\omega
\]

where the superscript \( H \) denotes the Hermitian transpose. The dominant eigenspace of \( X \) is used as the projection matrix \( V \) [Phillips and Silveira 2005] for model order reduction. As discussed before, computing the exact values of \( X \) in (22) is extremely expensive for large scale systems. A cheaper computation of the Gramian \( X \) is achieved by evaluating the definite integral in (22) by summation approximation, using numerical quadrature methods [Iserles 1996] as discussed below.

\(^3\)For thermal system, which can be interpreted as the equivalent RC circuit, both the controllability Gramian \( X \) and observability Gramian \( Y \) are identical.
The integral of a function $f(x)$ can be approximated as summation by numerical quadrature methods as
\[
\int_a^b f(x)dx \approx \sum_{k=1}^{m} w_k f(x_k)
\] (23)
where $w_k, k = 1, 2, ..., m$, are referred to as the quadrature point weights, while the interpolation points $x_k, k = 1, 2, ..., m$, are called the quadrature points. The selections of $w_k$ and $x_k$ depend on the quadrature methods, such as Newton-Cotes, Gaussian quadrature rules or even random-based Monte Carlo method [Iserles 1996].

According to (23), the Grammian $X$ in the integral form (22) can be also approximated as $\hat{X}$ in summation form like the following
\[
X \approx \hat{X} = \sum_{k=1}^{m} w_k z_k z_k^H
\] (24)
where
\[
z_k = z(j\omega_k) = (j\omega_k C + G)^{-1}B
\] (25)
is called the $k$th snapshot of the system in the frequency domain (let $\omega_k$ be the $k$th sample point in frequency) and $w_k$ is the weight from a specific numerical quadrature method.

For conveniences, $\hat{X}$ in (24) can be equivalently written in matrix form as
\[
\hat{X} = Z W^2 Z^H
\] (26)
where
\[
Z = [z_1, z_2, \ldots, z_m]
\] (27)
and $W$ is a diagonal matrix with diagonal entries $w_{kk} = \sqrt{w_k}$.

As the last step, the dominant eigenspace of $\hat{X}$ needs to be computed to serve as the projection matrix $V$. Because from (26), there is
\[
\hat{X} = (Z W) (Z W)^H
\] (28)
the eigenspace of $\hat{X}$ is the same as the left singular space of $Z W$. In order to save computational cost, instead of explicitly performing eigenvalue decomposition on $\hat{X}$, singular value decomposition (SVD) on $Z W$ is usually performed as
\[
Z W = V S U
\] (29)
Then $V$, which gives the dominant eigenspace of $\hat{X}$, is used as the projection matrix. Finally, the reduced model can be easily computed using (21), which completes the model reduction process.

4.5. Circuit realization and model generation
We have obtained the reduced matrices of the composable models. The next step is to generate the composite system using these models. One method is directly composing the module matrices into the whole system matrices. However, the reduced composable model has complex structures and many new node connections will be introduced by composing the two or more modules directly at the matrix level. As a result, direct matrix level composition requires reformulating the structure of the composable model matrices, which is very complicated and error-prone. Instead, we can package the composable model as a black box and use it for easy composition of the whole system. In this paper, we realize the reduced composable model matrices into a SPICE.
netlist and package it as a sub-circuit. SPICE will automatically build the composite system matrices from the hierarchical netlist.

Before realization, we can first make the reduced thermal system simpler by diagonalizing \( \tilde{G} \) and \( \tilde{C} \) which are originally dense matrices. Since the congruence transformation is used in (21), the reduced matrices \( \tilde{G} \) and \( \tilde{C} \) are symmetric and \( \tilde{G} \) is positive definite. As a result, the reduced model can be further diagonalized by a generalized eigen-decomposition of a definite matrix pencil \( \tilde{C} - \lambda \tilde{G} \) [Bai et al. 2000]. With the eigenvector matrix \( P \in \mathbb{R}^{k \times k} \) of \( \tilde{C} - \lambda \tilde{G} \), we can perform the coordinate change of (20) as
\[
\hat{T} = P \hat{T}
\]
and generate
\[
\hat{C} \frac{d\hat{T}(t)}{dt} + \hat{G}\hat{T}(t) = \hat{B}g(t)
\]
where
\[
\hat{G} = P^T \tilde{G} P, \quad \hat{C} = P^T \tilde{C} P, \quad \hat{B} = P^T \tilde{B}
\]
\( \hat{G} \) and \( \hat{C} \) are two diagonal matrices here. The diagonalized system in (31) can be realized into RC circuits with controlled sources, and then simulated using SPICE-type simulators [Codecasa et al. 2003].

Next, all the reduced composable models are realized into the SPICE compatible format using SPICE .subckt command. Specifically, the \( i \)-th diagonal element in the diagonal matrix \( \tilde{G} \), denoted as \( \tilde{G}_{ii} \), is realized into a resistor from the \( i \)-th node to the ground with the value \( 1/\tilde{G}_{ii} \); the \( i \)-th diagonal element in the diagonal matrix \( \tilde{C} \), denoted as \( \tilde{C}_{ii} \), is realized into a capacitor from the \( i \)-th node to the ground with the value \( \tilde{C}_{ii} \). Realization of the \( \tilde{B} \) matrix is more complicated. The element in the \( i \)-th row and \( j \)-th column in the dense matrix \( \tilde{B} \), denoted as \( \tilde{B}_{ij} \), is realized into two components: one component is a current controlled current source (CCCS) in parallel with the \( i \)-th resistor and capacitor. The \( j \)-th independent current source (power source) is the corresponding control current with \( \tilde{B}_{ij} \) as the current gain. The other component is a voltage controlled voltage source (VCVS) in series with the \( j \)-th independent current. The \( i \)-th node voltage is the corresponding control voltage with \( \tilde{B}_{ij} \) as the voltage gain.

We would like to demonstrate a simple example to illustrate the circuit realization process. Given a small \( 2 \times 2 \) diagonalized system with system matrices \( \tilde{C}, \tilde{G} \) and \( \tilde{B} \) as the following
\[
\tilde{C} = \begin{bmatrix} \tilde{C}_{11} & 0 \\ 0 & \tilde{C}_{22} \end{bmatrix}, \quad \tilde{G} = \begin{bmatrix} \tilde{G}_{11} & 0 \\ 0 & \tilde{G}_{22} \end{bmatrix}, \quad \tilde{B} = \begin{bmatrix} \tilde{B}_{11} & \tilde{B}_{12} \\ \tilde{B}_{21} & \tilde{B}_{22} \end{bmatrix}
\]
the realized circuit is shown in Fig. 5. The two thermal nodes are shown on the left side with temperatures \( \hat{T}_1 \) and \( \hat{T}_2 \) respectively. The two independent current sources (power sources) are shown on the right side with values \( g_1 \) and \( g_2 \).

After the realization process, we can easily build different multi-core architectures (their thermal circuits) on top of these basic thermal building-block modules in SPICE netlists. All the boundary conditions in terms of equivalent resistances and sources will be added once the architectures are generated.

Although we are realizing matrices into the SPICE netlist, which needs to be reconstructed into matrices in the simulation stage, the overhead is very small since the matrices are reduced and have small sizes. In addition, circuit realization will only be performed for the small number of basic modules, and will only be performed once at the composable model library building stage.
4.6. Internal node temperature retrieval technique

Model reduction presented in Section 4.4 and the diagonalizing technique introduced in Section 4.5 will destroy the internal state structures and only keep the port behaviors (This is indeed what model reduction tries to achieve). Specifically, the final diagonalized reduced model (31) has the state $\hat{T}$ with $k$ dimensions, while the state of the original finite difference model (8), $T$, has $n$ dimensions. From the reduced model, we can only observe the port temperatures, but the temperatures of the original finite difference nodes cannot be observed directly.

Fortunately, the original internal node information can be approximately recovered from the reduced model. Remembering (19) and (30), we have

$$\bar{T} = V \hat{T} = V P \hat{T}$$

(34)

where

$$\bar{T} \approx T \in \mathbb{R}^{n \times 1}$$

(35)

is the original state approximation. As a result, the original state $T$ can be approximately recovered as $\bar{T}$ from the reduced state $\hat{T}$ through formulation (34).

5. EXPERIMENTAL RESULTS

The proposed method, ThermComp, has been implemented in MATLAB. First, we build the finite difference models and generate their reduced composable models for a single CPU module and a single cache module using the two-grid discretization based finite difference method and the sampling based model reduction technique. Then, we compose multi-core systems using the reduced composable CPU core and cache modules. The original finite difference models of the corresponding multi-core systems are built directly (without port merge process, composition and model reduction) for the comparison purpose. Finally, thermal transient simulation is performed using HSPICE on a Linux server with Intel quad-core CPU and 16GB memory to obtain the temperature distribution for both the original and the reduced composite thermal systems.
To build the composable models for CPU core and cache modules, we set up the size of the discretization grid as $32 \times 16 \times 3$ for CPU core module ($8 \text{mm} \times 4 \text{mm} \times 0.75 \text{mm}$) and $64 \times 32 \times 3$ for cache module ($16 \text{mm} \times 8 \text{mm} \times 0.75 \text{mm}$), in order to keep both CPU core and cache modules sharing the same discretization step value $\Delta x = \Delta y = \Delta z = 0.25 \text{mm}$. This is because the length and width of cache module are twice of the CPU core while the height is the same. Here, we choose the thermal conductivity $\kappa = 149 \text{W/(m}^\circ \text{C})$, material density $\rho = 2300 \text{Kg/m}^3$ and specific heat $c_p = 700 \text{J/(Kg}^\circ \text{C})$. The lateral and top surfaces are supposed to be adiabatic ($h_i = 0 \text{W/m}^2\text{K}$) and the heat exchanges with the ambient through the bottom surface ($h_i = 10000 \text{W/m}^2\text{K}$), which is convective to model the heat spreader effects.

Two types of power dissipation waveforms used in the experiment are shown in Fig. 6. The one in (a) is the type 1 total power input in one module, used for steady state analysis. All the basic modules (CPU and cache) share this same total input. In order to test the composable model in more realistic cases, we have also used power traces from SPEC [Henning 2000] benchmarks by running architecture level power simulator Wattch [Brooks et al. 2000]. The cc3 clock-gating power estimation model is used in this experiment. It is known that Wattch cannot handle leakage power well. Since leakage power reversely depends on temperature, in order to accurately estimate leakage power, a power-temperature simulation loop needs to be run until convergence. For simplicity without harming the model verification accuracy, we did not estimate the leakage power in details but simply feed the power trace from Wattch for model verification.

As discussed in Section 4.3, this total power may concentrate in some power centers, distribute across the module uniformly or following a distribution according to the power dissipation model used. In this experiment, we use both uniform model and center model for the power dissipation modeling. For the center model, four power centers are put into a module at its middle layer. We emphasis that ThermComp is able to handle all of the three power dissipation models (uniform, center and distribution...
power models). The waveforms in (b) is the type 2 total power inputs for different modules, used for transient analysis. As shown in the figure, different modules have different power input waveforms.

We have composed a quad-core CPU as shown in Fig. 1 (b) using the CPU core module and the cache module shown in Fig. 1 (a).

5.1. Comparison with finite difference simulation

We first apply power source type 1 for the steady state analysis and use the center power dissipation model. There are four power centers in each module and all of them are very close to the boundaries in order to validate the port merge process. Fig. 7 (a) and (b) show the temperature distribution at the middle layer and the convective surface layer (the bottom surface) of the die, respectively. All of the internal nodes can be observed thanks to the internal node retrieval technique used. As we can see, the highest temperatures are on the left hand side and the hot spots appear at the power centers. This is expected as the CPU cores are on the left hand side.
The error plots of *ThermComp* are shown in Fig. 7 (c) and (d). We can see although the power centers generated large gradients at the boundaries, the largest temperature error is 2.5°C. The errors are almost 0°C elsewhere other than at the boundaries. This indicates the high accuracy of our composite model.

Next, we change the power dissipation model to the uniform one, i.e., the power dissipation is uniformly distributed within the module. Fig. 8 (a) and (b) show the temperature distributions at the middle layer and the convective surface. It is observed that the temperature decreases from the CPU modules to the cache module smoothly and the convective surface has a temperature higher than the middle layer. This is because of the uniform power dissipation in the modules.

The errors of *ThermComp* with the uniform power distribution are shown in Fig. 8 (c) and (d). Since there are relatively small temperature differences on the boundaries, the errors of the port merge process are very small, within 0.5°C as shown in the figures. A non-smooth transition in the error between two modules (CPU core and cache) can be seen in the figure. This phenomenon is due to the boundary merging. As discussed
in Section 4.1, several thermal nodes are merged together and the information of the temperature variations among these boundary thermal nodes are lost. As a trade-off between the simulation accuracy and reduction efficiency, this effect can be minimized by merging less boundary nodes.

We have also composed the 16-core architecture, which is shown in Fig. 1 (c), using the CPU core and cache in Fig. 1 (a). Fig. 9 shows the temperatures at the middle layer and convective surface given input type 1 with the center power model. The temperature distributions with the uniform power model are shown in Fig. 10. The highest temperatures are on the right hand side as we have more CPU modules there. The middle has the lowest temperatures as many cache modules are located close to
(a) Transient simulation results for both full model (xx org) and reduced composite model (xx red).

(b) Error plot of the transient simulation.

Fig. 11. Transient simulation accuracy comparison with the full model at some power centers for the 16-core architecture, using power input source type 2.

the center. Similar to the quad-core case, the uniform power distribution model gives a relatively smoother temperature distribution.
Next, we analyze the dynamic thermal behavior of the 16-core architecture using the power input type 2 shown in Fig. 6 (b) with the center power model. Fig. 11 compares the accuracy between the original finite difference method and the composite model at several randomly picked power centers. The two transient results are almost the same and the large errors at the fast switch points are actually due to the small errors in the time axis. Since the waveforms at some time points switch very fast (like the ideal step), a tiny timing error will lead to a large temperature difference. But those differences do not represent any meaningful errors in practice.

Another dynamic thermal behavior analysis of the 16-core architecture is performed using a power trace obtained from power estimator Wattch [Brooks et al. 2000] by running the SPEC [Henning 2000] bzip2 benchmark. The bzip2 benchmark power trace, which has more complex transient behavior, is applied to each module using the center power model. Fig. 12 shows the transient results from the original finite difference model and the composite model. Similar to results from the previous experiment, the composite model generated accurate transient waveforms.

The CPU timer results for different configurations of modules are shown in Table I. In the table, xx \textit{org} means the original models directly built from finite difference method and xx \textit{red} means the reduced systems built from composable models (ThermComp). It can be seen that with the reduced composite thermal models, we can achieve about two orders of magnitude speedup for the transient simulation of the multi-core systems. In addition, the reduced composite thermal models lead to much smaller memory footprint than the original models.

5.2. Comparison with HotSpot program

To further illustrate the advantages of the proposed method, we compared the new modeling technique with existing thermal modeling program HotSpot [Huang et al. 2006]. To perform accuracy comparison between the two programs, we have config-
Table I. CPU time comparisons between the original models (xx org) and reduced thermal systems using composable models (xx red)

<table>
<thead>
<tr>
<th>Circuit</th>
<th>#Node</th>
<th>#Elem</th>
<th>Run time (s)</th>
<th>Memory (mb)</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Trans</td>
<td>Total</td>
<td></td>
</tr>
<tr>
<td>CPU core org</td>
<td>3475</td>
<td>12340</td>
<td>4.7</td>
<td>10.9</td>
<td>32.6</td>
</tr>
<tr>
<td>CPU core red</td>
<td>225</td>
<td>448</td>
<td>0.03</td>
<td>0.05</td>
<td>0.7</td>
</tr>
<tr>
<td>Cache org</td>
<td>13093</td>
<td>48232</td>
<td>31.9</td>
<td>100</td>
<td>30</td>
</tr>
<tr>
<td>Cache red</td>
<td>2145</td>
<td>4288</td>
<td>0.2</td>
<td>3.2</td>
<td>6.2</td>
</tr>
<tr>
<td>2 CPU cores org</td>
<td>6949</td>
<td>24678</td>
<td>9.3</td>
<td>33.4</td>
<td>68</td>
</tr>
<tr>
<td>2 CPU cores red</td>
<td>449</td>
<td>894</td>
<td>0.05</td>
<td>0.1</td>
<td>1.3</td>
</tr>
<tr>
<td>4 CPU cores org</td>
<td>13897</td>
<td>49352</td>
<td>42.3</td>
<td>85.8</td>
<td>25</td>
</tr>
<tr>
<td>4 CPU cores red</td>
<td>897</td>
<td>1784</td>
<td>0.1</td>
<td>0.35</td>
<td>2.6</td>
</tr>
<tr>
<td>Quad-core chip org</td>
<td>26989</td>
<td>97582</td>
<td>167</td>
<td>520</td>
<td>93</td>
</tr>
<tr>
<td>Quad-core chip red</td>
<td>3041</td>
<td>6070</td>
<td>0.48</td>
<td>6.9</td>
<td>8.5</td>
</tr>
<tr>
<td>16-core chip org</td>
<td>107953</td>
<td>390312</td>
<td>392</td>
<td>24146</td>
<td>224</td>
</tr>
<tr>
<td>16-core chip red</td>
<td>12161</td>
<td>24264</td>
<td>15.5</td>
<td>114</td>
<td>28</td>
</tr>
</tbody>
</table>

Table II. CPU time comparison between ThermComp and HotSpot.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>ThermComp</th>
<th>HotSpot</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>node #</td>
<td>total time (s)</td>
</tr>
<tr>
<td>Quad-core chip</td>
<td>26989</td>
<td>6.9</td>
</tr>
<tr>
<td>16-core chip</td>
<td>107953</td>
<td>114</td>
</tr>
</tbody>
</table>

(a) Temperature distribution of the quad-core microprocessor.
(b) Temperature distribution of the 16-core microprocessor.

Fig. 13. HotSpot steady state results of the quad-core and 16-core microprocessors.

ured HotSpot to have the same settings as ThermComp. HotSpot’s heat sink and heat spreader are set to be very thin (10⁻⁷m in thickness) in order to neglect their effects. HotSpot [Huang et al. 2006] steady state results of the quad-core and 16-core architectures using the power input in Fig. 6 (a) are shown in Fig. 13. Being a uniform power distribution based method, HotSpot gives very similar results compared to ThermComp models with uniform power distribution. The maximum difference between ThermComp and HotSpot is within 1°C.

In addition, in order to further verify our method using more realistic CPU architecture with general distributed power model case, we have built an 8-core CPU model with the core structure similar to the alpha ev6 architecture as shown in Fig. 14. The power trace of the 8-core CPU is obtained by running Wattch power estimator with SPEC benchmarks. For the composite model, in order to verify the distributed power model, we treat each core as a module, and extract the power distribution by running different SPEC benchmarks and let the power distribution follow the average power ratio among all the functional blocks. The temperature distribution is obtained.
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Fig. 16. Steady state results of the 8-core microprocessor with the composable thermal model with the distributed power model.

by running bizp2 benchmark on the bottom left dual-core structure (core11, core12, and cache1), mcf benchmark on the bottom right dual-core structure (core21, core22, and cache2), swim benchmark on the top left dual-core structure (core31, core32, and cache3), and mgrid benchmark on the top right dual-core structure (core41, core42, and cache4). The steady state results of the HotSpot results on the same 8-core structure is shown in Fig. 15. The steady state results from the composite model with the distributed power model are shown in Fig. 16. Comparing Fig. 15 and Fig. 16, except for the errors on the boundaries of the modules, the other parts of the temperature distribution from the composable model matches the HotSpot results very well.

The CPU time comparison with HotSpot using the power trace from Fig. 6 (a) is shown in Table II. In the steady state case, we have configured the heat sink and heat spreader to a smaller value in order to neglect their effects in HotSpot. However, doing this will cause the transient simulation hard to converge and result in a very long transient simulation time. In order to make a fair comparison, in the transient simulation case, we have relaxed the thickness of both the heat sink and heat spreader to the default values. Since HotSpot grid mode restricts the grid dimensions to be powers of two, we make HotSpot node number to be smaller than ThermComp node number in the case where we cannot make them the same. ThermComp is faster than HotSpot even with larger node number (higher resolution) as shown in the table. It is also noticed that ThermComp achieved less speedup with the larger 16-core chip case than with the smaller Quad-core case. The major reason is on the $B$ matrix in the sparsified reduced model (31). In the sparsified process introduced in Section 4.5, $\hat{G}$ and $\hat{C}$ matrices are diagonalized, making the number of non-zeros grow in linear form as the reduced system size $k$ grows. However, $\hat{B}$ matrix remains dense, which means the number of controlled sources will grow quadratically (size of $\hat{B}$ is the product of the reduced system size and the port count ($k \times p$). As a result, the simulation improvement will go down when the systems with more cores are simulated. Although the performance of ThermComp is held back by the dense $\hat{B}$ matrix, it is still at least 5 times faster than HotSpot in the largest testing case 16-core chip.
6. CONCLUSION

In this paper, we have proposed a new compact thermal modeling technique for architecture level thermal design space exploration for multi-core microprocessors. The new approach, called ThermComp, builds the models from the first principles by the finite difference method for each basic module and reduces the model complexity by the sampling based model order reduction technique. To improve the reduction efficiency, we try to merge the boundary nodes of modules, which lead to different space discretizations for the whole thermal system. ThermComp tries to preserve the accuracy of fine-grained models with the speed of coarse-grained models. The resulting reduced models are then realized into equivalent RC circuits for easy assembling and simulation by circuit level SPICE simulators. Experimental results on a number of multi-core microprocessor architectures show that the new approach can easily build accurate thermal circuits from the composable thermal models. The reduced composite models lead to orders of magnitude speedup over the standard finite difference models and are much faster than the HotSpot method with similar accuracy.
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