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Abstract—Cooling and related thermal problems are the principal challenges facing 3D integrated circuits (3D-ICs). Active cooling techniques such as integrated inter-tier liquid cooling are promising alternatives for traditional fan-based cooling, which is insufficient for 3D-ICs. In this regard, fast full-chip transient thermal modeling and simulation techniques are required to design efficient and cost-effective cooling solutions for optimal performance, cost and reliability of packages and 3D ICs. In this paper, we propose an efficient finite difference based full-chip simulation algorithm for 3D-ICs using the GMRES method based on GPU platforms. Unlike existing fast thermal analysis methods, the new method starts from the physics-based heat equations to model 3D-ICs with inter-tier liquid cooling microchannels and directly solves the resulting partial differential equations using GMRES. To speedup the simulation, we further develop a preconditioned GPU-accelerated GMRES solver, GPU-GMRES, to solve the resulting thermal equations on top of some published sparse numerical routines. Experimental results show the proposed GPU-GMRES solver is up to 4.3× faster than parallel CPU-GMRES for DC analysis and 2.3× faster than parallel LU decomposition and one or two orders of magnitude faster than the single-thread CPU-GMRES for transient analysis on a number of thermal circuits and other published problems.

I. INTRODUCTION

Three dimensional stacked integrated circuits (3D-ICs) are valuable for their massive bandwidth improvements while reducing effective chip footprint [1]. 3D stacked integration enables heterogeneous integration of cores, memories, and analog devices, and overcomes the barriers in interconnect scaling. However, it also introduces new challenges due to the high power density resulting from the placement of computational units on top of each other. Among these challenges, cooling and thermal problems are of high priority and are hot research topics in this area.

To remove the excessive heat in 3D chips, traditional fan-based cooling techniques are not sufficient due to their limited heat removal capabilities [2]. Active cooling techniques, such as embedded microchannel cooling, are a promising alternative. Microchannel based liquid cooling technique can remove up to 200–400 W/cm² and has the potential to reach 1000 W/cm² [3], [4]. In this regard, fast full-chip thermal modeling and simulation techniques [5], [6] are required to design efficient and cost effective cooling solutions for optimal electrical performance and reliability.

Traditional thermal analysis solves the partial thermal diffusion equation directly using numerical approaches such as finite difference method, finite element method, and computational fluid dynamics. This process is computationally intensive, especially for large-scale 3D-ICs, as it requires solving a large number of linear equations given by the equivalent thermal circuit. Thus, fast linear solvers are crucial in transient thermal simulation.

Graphics Processing units (GPU), with their massively parallel architecture, are perfect for taking advantage of the inherent parallelism in linear algebra [7], [8]. Currently, GPUs or GPU-clusters can easily deliver terascale computing, which was only available on super-computers in the past, for solving many scientific and engineering problems. To date, dense linear algebra support on the GPU is well developed, with its own BLAS implementation [9], but sparse linear algebra support is still limited. In [6], a CPU based sparse LU solver was used to simulate the thermal systems. However, sparse LU solvers have complicated forms of parallelism if compared to dense solvers, and are tough to be implemented on today's high performance GPUs. On the other hand, iterative solvers such as Generalized minimum residual method (GMRES) [10] have a significant amount of parallelism. And when combined with a good preconditioner to improve convergence, GMRES can be faster than a sparse LU solver especially for large problems.

In this paper, a preconditioned GMRES solver is implemented on GPU platforms to speedup the transient thermal simulation of large-scale 3D-ICs with integrated liquid cooling inter-tier microchannels. Unlike existing fast thermal analysis methods, where approximation or compact models are used for liquid cooling microchannels, the new method starts from the channels’ physical heat equations to model 3D-ICs, and directly solves the resulting partial differential equations using GMRES. To mitigate the excessive computational cost of solving large linear systems, we explore the massive parallelism in general purpose GPUs. Experimental results show that our GPU-GMRES solver is up to 4× faster than parallel LU solvers [11] and parallel CPU versions of GMRES [12] over a number of thermal circuits and other published problems.

This paper is organized as follows. Section II reviews 3D-ICs with liquid cooling structure and their features from a computing perspective. Section III introduces modeling and analysis method for 3D ICs with integrated microchannels. Section IV describes the proposed GPU-GMRES parallel algorithm, followed by several numerical examples in section V.
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Last, Section VI concludes the paper.

II. BACKGROUND

A. 3D-ICs with integrated inter-tier microchannels

Fig. 1 shows a 3D system consisting of a number of stacked layers (with cores, L2 caches, crossbar, memory controllers, buffers, etc.) and microchannels built in-between the vertically stacked layers for liquid cooling. Forced inter-layer convective cooling with water is applied [13], and the microchannels are distributed uniformly, and fluid flows through each channel at the same flow rate. The liquid flow rate provided by the pump can be dynamically altered at runtime.

Laminate liquid flows in the microchannels make the resulting heat equations more complicated as heat is removed by both heat sinks and laminate liquid flows. To mitigate this problem, some simple models were proposed as an add-on to the existing thermal models for package and chips at the cost of the accuracy. In [14], [6], the liquid cooling effects are modelled by simplified RC networks with voltage-controlled current sources to model the dominant convective heat flow (in flow direction). In [15], a simple resistor model is proposed for the liquid cooling microchannels. In this paper, we consider both conductive heat flow in the solid (chips and package) and the convective heat flow in the coolant flow, and directly solve the resulting partial differential equations without any approximation using finite difference method.

B. GPU and GPU-enabled numerical libraries

GPU has been widely used for scientific computation in the past few years, thanks in part to NVIDIA CUDA (Compute Unified Device Architecture) [16]. GPU can easily perform 10× faster than multi-core CPU and is very affordable. The latest CUDA GPU architecture, Fermi, has 3.0 billion transistors and up to 512 CUDA cores, while Intel’s latest Xeon CPU has 2.3 billion transistors and can handle up to 16 threads. CPU and GPU have different design philosophies. CPU dedicates a large percentage of available transistors to cache and have only a few ALUs (arithmetic logic unit). As a result, CPU can quickly run complex serial programs with low memory access latency. On the contrary, GPU possesses several hundreds of ALUs in the parallel streaming multiprocessors, while it only uses a small percentage of available transistors to cache. Hence, GPU lends itself to many linear algebra problems, since they commonly are data intensive and have strong parallel nature. To support the linear algebra computation, NVIDIA has released two libraries, CUBLAS and CUSPARSE [9], [17]. Additionally, the potential for fast linear algebra on the GPU has been recognized by third parties who have released such libraries as MAGMA [7], CULA [8] and CUSP [18].

C. Some relevant existing works

Recently there have been several works published on GPU based circuit analysis and simulation. In [19] a multigrid solver is used for DC analysis of power grids, while [20] used multigrid as a preconditioner for the conjugate gradient method for DC analysis of power distribution networks. The same group also applied their multigrid/conjugate gradient solver to the same problem addressed in this paper by using a purely resistance based symmetric model [15]. While this model has the benefit of being symmetric, it is unclear how to control the rate of flow through the microchannels by adjusting the resistor values. Instead, we base our work on the model proposed in [6], which allows specific rates of flow through the microchannels by modeling convection along the microchannels as a controlled current source.

There are also several papers implementing GMRES on GPU. In [21], GMRES with a block ILU preconditioner is parallelized on GPU. However, it only makes a small part of GMRES parallel, leaving many operations in serial. A more thorough GPU implementation of GMRES is proposed in [22], but it uses an inefficient sparse matrix format [23] and does not mention what precision was used for testing, making comparison difficult. The most recent paper [24] measures precision by comparing their GPU-GMRES to a customized CPU based solver, rather than to a validated solver, leaving open a question about the actual accuracy of their implementation.

III. MODELING OF 3D-ICs WITH INTEGRATED MICROCHANNELS

In this section, we develop a thermal model for 3D stacked ICs with embedded microchannels and heat sinks from the basic heat equations. Using energy conservation in a control volume as shown in Fig. 2, the heat transfer equation of incompressible material can be written as [25]

\[ \frac{d}{dt} \int_R \rho \vec{u} dx = - \int_S (\rho \vec{h}) \vec{n} dS - \int_S (-k \nabla T) \cdot \vec{n} dS + \int_R \vec{q} dR, \]

where \( R \) is the control volume, \( S \) is its surface, \( \vec{n} \) is normal to the surface, \( \rho \) is the density of the material, \( \vec{u} \) is the specific

Fig. 1: 3D stacked IC with inter-tier liquid cooling
internal energy, \( h \) is the convection coefficient, \( \vec{u} \) is the flow rate, \( k \) is the thermal conductivity of the material, \( T \) is the temperature, and \( q \) is the volumetric rate of the heat generation inside \( R \). By applying Gauss’ theorem to Eq. (1) and using \( du = c_p dT \), the general form of heat equation can be written as

\[
\rho c_p \frac{\partial T}{\partial t} = -\rho c_p \vec{u} \cdot \nabla T + k \nabla^2 T + q, \tag{2}
\]

where \( c_p \) is the specific heat. Applying finite difference method and assuming the channel is along \( x \)-axis, as illustrated in Fig. 3, the discretized form of Eq. (2) is

\[
\rho c_p \frac{dT}{dt} = \frac{k_{xx}}{\Delta x^2} (T_{i+1,j,k} - 2T_{i,j,k} + T_{i-1,j,k}) + \frac{k_{xy}}{\Delta y^2} (T_{i+1,j,k} - 2T_{i,j,k} + T_{i-1,j,k}) + \frac{k_{xz}}{\Delta z^2} (T_{i,h+1,k} - 2T_{i,j,k} + T_{i,h-1,k}) + u_{xx} \frac{\rho c_p}{2\Delta x} (T_{i+1,j,k} - T_{i-1,j,k}) + g(\vec{v}, t), \tag{3}
\]

where \( T_{i,j,k} \) is the temperature on meshed grid \((i, j, k)\), \( k_{xx} \), \( k_{yy} \), and \( k_{zz} \) are thermal conductivities along \( x \), \( y \), and \( z \) axes, respectively, \( u_{xx} \) is the flow rate in \( x \) direction, \( g(\vec{v}, t) \) is the heat generation in volume \( \Delta V = \Delta x \Delta y \Delta z \). Therefore, Eq. (3) models the thermal behavior of 3D-IC stack as a thermal circuit, and it can be rearranged into the form of ordinary differential equation,

\[
GT(t) + C \frac{dT(t)}{dt} = BU(t) \tag{4}
\]

where \( G \) and \( C \) are the coefficient matrices that represent the thermal conductances and capacitance, \( B \) is the input position matrix of the heat sources, \( T(t) \) is the matrix of on-chip temperature, and \( U(t) \) is the matrix of input power sources.

At the sidewall of the channel, boundary conductances \( g_{side} = h_{side} S \), where \( S \) can be used to model the heat exchange from the channel sidewall to the coolant as shown in Fig. 5, where \( h_{side} \) is the convection coefficient at the sidewall of microchannel [26] and \( S \) is the area of the convective surface.

Notice that in microchannels, each cell has the terms

\[
I_c = \rho C_p u_{xx} \frac{T_{i+1,j,k} - T_{i-1,j,k}}{2\Delta x} \tag{5}
\]

which represent the convective heat transfer along the flow direction and are the dominant terms (compared to all the other conductive terms in (3)). The conductive heat flow linearly depends on the temperature difference between the two boundaries of the cell along the flow direction. As a result, they can be viewed as temperature-controlled heat sources (or voltage controlled current sources in circuits). Since we have the controlled sources, the resulting \( G \) matrices no longer symmetric. For cells in solids (chips or packages), the flow rate \( u_{xx} = 0 \) and thus there is no convection term.

![Fig. 5: Model of heat transfer between coolant and the sidewall of the channel](image)

We remark that our model is different from the simplified circuit model proposed in [15] that uses very small thermal resistors \( R_f \) in coolant flow direction to model the convective heat exchange as shown in Fig. 6 (b). While the model in this paper uses the heat-controlled temperature flow (voltage-controlled current sources) naturally derived from the energy equation (3) to model the heat convection in the direction of the channel without macro-modeling based approximations process. This is also in contrast with the macro-modeling based works in [14], [6].

Without loss of generality, the example we used in our testing case is a 3D-IC stack IC shown in Fig. 4. It consists of 2 active layer stacked IC with a heat sink on the top, and microchannels embedded in the active silicon layers. The geometrical and material properties of the test stack are listed in Table I, where BL represents the bounding layer between two dies, and TIM represents the thermal interface materials. Inside the channel we assume the coolant flows at a constant rate.

![Fig. 6: (a) Coolant flow inside a channel; (b) Modeling heat convection in the direction of the channel using thermal resistor \( R_f \); (c) Modeling heat convection in the direction of the channel using current sources \( I_c \) derived from the energy equation](image)
TABLE I: Geometrical and material information of the 3D structure.

<table>
<thead>
<tr>
<th>Layers</th>
<th>Geometry (mm)</th>
<th>Material</th>
</tr>
</thead>
<tbody>
<tr>
<td>Die</td>
<td>8 x 8 x 1</td>
<td>Silicon</td>
</tr>
<tr>
<td>TIM</td>
<td>8 x 8 x 0.25</td>
<td>Indium</td>
</tr>
<tr>
<td>BL</td>
<td>8 x 8 x 0.5</td>
<td>Copper</td>
</tr>
<tr>
<td>Heat spreader</td>
<td>8 x 8 x 0.5</td>
<td>Silicon Nitride</td>
</tr>
<tr>
<td>Heat sink base</td>
<td>8 x 8 x 0.5</td>
<td>Aluminium</td>
</tr>
<tr>
<td>Heat sink fin</td>
<td>8 x 8 x 3</td>
<td></td>
</tr>
</tbody>
</table>

IV. GPU-ACCELERATED GMRES SOLVER

The generalized minimum residual (GMRES) method is an iterative method for solving large-scale systems of linear equations (Ax = b), where A is sparse in our case. Algorithm 1 shows the standard Krylov-subspace based GMRES method with left preconditioning [27], which uses projection method to form the m-th order Krylov-subspace [10], [27], e.g.,

\[ \mathcal{K}_m = \text{span}(r_0, MAr_0, (MA)^2r_0, \ldots, (MA)^{m-1}r_0) \]  (6)

After orthogonalization and normalization, the orthonormal basis of this subspace is \( V_m \). To generate the Krylov subspace in GMRES, Arnoldi iteration is employed to form the \( V_m \). Each Arnoldi iteration generates a new basis vector and is appended to the previous Krylov subspace basis \( K_j \) to obtain the augmented subspace \( \mathcal{K}_{j+1} \). The Arnoldi iteration also creates an upper Hessenberg matrix \( \tilde{H}_m \) used to check the solution at the current iteration. As a result, the approximated solution \( x \) becomes the linear combination of \( x_m = x_0 + V_my_m \), where \( y_m \) is calculated in Line 12 of Algorithm 1.

Algorithm 1 GMRES with Left Preconditioning

Input: \( A \in \mathbb{R}^{n \times n}, b \in \mathbb{R}^n, x_0 \in \mathbb{R}^n \) (initial guess), \( M \in \mathbb{R}^{n \times n} \) (preconditioner), \( m \) (restart)

Output: \( x \in \mathbb{R}^n \): Ax \( \approx \) b

1. \( r_0 \leftarrow M(b - Ax_0) \)
2. \( \beta = \|r_0\|_2, \) \( w \leftarrow r_0/\beta \)
3. for \( j = 1 \) to \( m \) do
4. \( w \leftarrow MAv_j \)
5. for \( i = 1 \) to \( j \) do
6. \( h_{i,j} \leftarrow w_i^Tv_j \)
7. \( w \leftarrow w - h_{i,j}v_i \)
8. end for
9. \( h_{j+1,j} \leftarrow \|w\|_2, \) \( v_{j+1} \leftarrow w/h_{j+1,j} \)
10. end for
11. \( V_m = [v_1, \ldots, v_m], \) \( \tilde{H}_m \leftarrow \{h_{i,j}\}_{1 \leq i \leq j+1; 1 \leq j \leq m} \)
12. \( y_m \leftarrow \text{argmin}_y \beta(e_1 - \tilde{H}_my)_2, \) \( x_m \leftarrow x_0 + V_my_m \)
13. If satisfied \( S_0 \), else \( x_0 \leftarrow x_m \) and GoTo 1

A. Parallelization on GPU platforms

To parallelize the GMRES algorithm, we need to identify several computation intensive steps in Algorithm 1. There exist many GPU-friendly computing operations in GMRES, such as the vector addition (axpy), 2-norm of vector (norm2), and sparse matrix-vector multiplication (csrmv) SpMV. Based on the examples we focused on, we found that SpMV takes up 50% of the overall runtime to build the Krylov subspace shown in (6). Those routines have been parallelized in generic parallel algorithms for sparse matrix computations library (CUSP) [18].

GPU programming is typically limited by the data transfer bandwidth as GPU favors computationally intensive algorithms [28]. Hence how to wisely partition the data between CPU memory and GPU memory to minimize the data traffic is crucial for GPU programming. Let us first make a rough sketch of the quantites in the GMRES Algorithm 1. Although GMRES tends to converge quickly for most circuit examples, i.e., the iteration number \( m \ll n \), the space for storing all the subspace basis \( V_m \) of \( n \)-by-\( m \), i.e., \( m \) column vectors with \( n \)-length, is still big. In addition, every newly generated matrix-vector product needs to be orthogonalized with respect to all its previous basis vectors in the Arnoldi processes. To utilize the data intensive capability, we keep all the vectors of \( v_m \) in GPU global memory allows GPU to handle those operations, such as inner-product of basis vectors (dot) and vector subtraction (axpy), in parallel.

On the other hand, it is better to keep the Hessenberg matrix \( \tilde{H} \), where intermediate results of the orthogonalization are stored, at the host side. This comes with the following reasons. First, its size is \((m+1)\)-by-\( m \) at most, rather small if compared with circuit matrices and Krylov basis. Besides, it is also necessary to triangularize \( \tilde{H} \) and check the residual regularly in each iteration so the GMRES can return the approximate solution as soon as the residual is below a preset tolerance. Hence, in consideration of the sequential nature of the triangularization, the small size of Hessenberg

Fig. 7: GPU parallel solver for envelope-following update.
matrix, and the frequent inspection of values by host, it is preferable to allocate $H$ in CPU (host) memory. As shown in Algorithm 1, the memory copy from device to host is called each time when Arnoldi iteration generates a new vector and the orthogonalization produces a new vector $h$, which is the $j + 1$ column of $H$, and is transferred to the CPU, where a least square minimization (a series of Givens rotations, in fact) is performed to see if the desired tolerance of our residual has been met. Our observation shows that the data transfer and subsequent CPU based computation takes up less than 0.1% of the run time.

Fig. 7 illustrates the computation flow, and the memory access behavior of CPU and GPU during the operations we mentioned above.

B. Preconditioners

Preconditioners are used to increase the rate of convergence for GMRES. A well chosen preconditioner will potentially making GMRES much faster than the one without preconditioner.

The asymmetric Bridson Approximate Inverse (AINV) preconditioner [18], [29], [30], with tolerance dropping is used as the preconditioner for our 3D IC thermal analysis. This method is chosen for our GPU implementation, since its works in a way that is friendly to GPU parallel operation and hence is easily embedded into the aforementioned GMRES algorithm flow of GPU computation. In addition, according to [31], AINV is simpler and more robust than ILU(0), but its behavior is very similar to ILUT. It is noteworthy that AINV requires a sparse incomplete LU factorization with level 0 of fill in, ILU(0), and hence is carried out on CPU for its serial computation nature. The resulted AINV preconditioner is then transferred to GPU and applied in parallel. The sparse matrix format we use to store the preconditioner is the same as the one used in the framework of [18].

V. NUMERICAL RESULTS

The proposed algorithm has been implemented in NVIDIA CUDA and run on the Tesla C2070 GPU card with 448 cores running at 1.15 GHz with 5 GB of global memory. This card has a double precision floating point peak performance of 515 GFLOPS and 1.03 TFLOPS single precision peak performance.

Although the CPU results were tested on a dual Xeon E5620 machine (8 cores total) at 2.40 GHz with 36 GBytes memory, only one quad-core processor was used. For a thorough comparison, serial GMRES and parallel GMRES on CPU [12] and GPU are directly compared, and a parallel LU solver, superLU_MT [11], and GPU-GMRES with an AINV preconditioner are compared for the full thermal simulation on a number of packages. SuperLU_MT is a commonly preferred and publicly available parallel LU-based solver [6]. The parallel GMRES on CPU [12] is not used for the transient simulation because it has a convergence issue when the initial value for $x$ is close to the correct value, and this scenario only happens during transient simulation. Instead, a regular GMRES algorithm is used for comparison.

For testing, our testcases consist of four 3D-ICs with package systems. The thermal circuits have varied sizes after the finite difference discretization and they are simulated over 1600 time-steps. More information on these examples can be found in Table II, where nnz is the number of nonzeros in the matrices.

First, we show the motivation for running the thermal simulation using GPU-GMRES. GMRES on the CPU and GPU (using a Jacobi preconditioner) were tested on several large matrices from the University of Florida Sparse Matrix Collection [32]. The names of the matrices along with the results are listed in Table III. From the table we notice that GPU-GMRES is faster than the parallelized CPU GMRES. A 3.41× speedup at 7.5 million nonzeros (in matrices) and 4.3× at 27 million nonzeros were obtained. As the problem sizes become larger, GPU-GMRES becomes faster.

Next, we perform the comparison in the transient thermal simulation. Since the matrix $A$ does not change on the transient time steps, the preconditioner $M$ only needs to be calculated once and repeatedly used for several thousand times. Therefore, it worths the time to calculate a preconditioner which is set to a more accurate, even though it is computationally expensive. In addition, as the transient simulation goes on, the right hand side $b$ does not change a lot in the nearby time steps and usually the new $x_t$ is quite close to its previous state $x_{t-1}$. Hence, to speedup GMRES, the initial guess to solve for $x_t$ is set to be the solution of the previous time step, $x_{t-1}$. This strategy reduces the average number of iterations significantly. On the examples we tested, our solver only takes 18 iterations for the smallest circuit and 47 for the largest one. The results are shown in Table IV. All time measurements consider every procedure except the initial file reading of the data ($G$, $C$, and $B$ matrices) into memory.

Fig. 8 shows the thermal profile of the 3D circuit with two active layers and microchannels and heat sink with the convective interface. The flow rate inside the microchannels are fast enough to remove heat instantaneously, thus, the

<table>
<thead>
<tr>
<th>Dataset name</th>
<th>No. of rows</th>
<th>No. of nonzeros</th>
<th>nnz</th>
<th>time (CPU)</th>
<th>time (GPU)</th>
<th>speed up</th>
</tr>
</thead>
<tbody>
<tr>
<td>FEM_3D</td>
<td>147,900</td>
<td>3,489,300</td>
<td>3.0</td>
<td>0.315</td>
<td>0.142</td>
<td>2.22×</td>
</tr>
<tr>
<td>cage13</td>
<td>445,315</td>
<td>7,479,343</td>
<td>2.7</td>
<td>0.341</td>
<td>0.100</td>
<td>3.41×</td>
</tr>
<tr>
<td>cage15</td>
<td>1,505,785</td>
<td>27,130,349</td>
<td>8.9</td>
<td>1.347</td>
<td>0.315</td>
<td>4.28×</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Thermal Ckts</th>
<th>Dimension</th>
<th>nnz</th>
<th>% Nonzero</th>
</tr>
</thead>
<tbody>
<tr>
<td>ckt1</td>
<td>7,168</td>
<td>47,360</td>
<td>1.1864e-04</td>
</tr>
<tr>
<td>ckt2</td>
<td>57,344</td>
<td>390,144</td>
<td>5.9439e-05</td>
</tr>
<tr>
<td>ckt3</td>
<td>114,688</td>
<td>781,824</td>
<td>3.9687e-05</td>
</tr>
<tr>
<td>ckt4</td>
<td>172,032</td>
<td>1,174,528</td>
<td>1.347</td>
</tr>
</tbody>
</table>

TABLE II: Statistics for thermal circuits

TABLE III: GMRES: CPU vs GPU (unsymmetric, GotoBLAS, restart = 32, tol = 1e−9, double precision)
TABLE IV: Transient runtime in seconds (4 cores, GotoBLAS, restart=32, tol=1e−9, single precision)

<table>
<thead>
<tr>
<th>Thermal circuit</th>
<th>superLU_MT</th>
<th>serial CPU GMRES</th>
<th>GPU GMRES</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>ckt1</td>
<td>10.35</td>
<td>1166</td>
<td>67.59</td>
<td>0.15x</td>
</tr>
<tr>
<td>ckt2</td>
<td>292.77</td>
<td>19422</td>
<td>266.29</td>
<td>1.10x</td>
</tr>
<tr>
<td>ckt3</td>
<td>1123.46</td>
<td>43921</td>
<td>520.02</td>
<td>2.16x</td>
</tr>
<tr>
<td>ckt4</td>
<td>1928.14</td>
<td>91694</td>
<td>860.37</td>
<td>2.24x</td>
</tr>
</tbody>
</table>

temperature distribution inside the microchannels is almost constant (difference is 0.005 °C) as Fig. 9 shows.

Fig. 8: Temperature profile of the 3D IC with two active layers

Fig. 9: Temperature profile inside the coolant channels

VI. CONCLUSION

An efficient finite difference based full-chip simulation algorithm for 3D-ICs based on GPU is proposed. Unlike existing fast thermal analysis methods, our method starts from the heat equations to model 3D-ICs with inter-tier liquid cooling microchannels, and directly solves the resulting PDE using GMRES. We gain further speedup by developing a preconditioned GPU-accelerated GMRES solver. Experimental results show that the proposed GPU-GMRES solver is up to 4.3x faster than parallel CPU-GMRES for DC analysis and 2.3x faster than parallel LU decomposition and one or two orders of magnitude faster than the single-thread CPU-GMRES for transient analysis on a number of thermal circuits and other published problems.
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