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ABSTRACT
In this paper, we propose a new architecture-level parameterized transient thermal behavioral modeling algorithm for emerging thermal related design and optimization problems for high-performance chip-multiprocessor (CMP) design. We propose a new approach, called ParThermPOF, to build the parameterized thermal performance models from the given architecture thermal and power information. The new method can include a number of parameters such as the locations of thermal sensors in a heat sink, different components (heat sink, heat spread, core, cache, etc.), thermal conductivity of heat sink materials, etc. The method consists of two steps: first, response surface method based on low-order polynomials is applied to build the parameterized models at each time point for all the given sampling nodes in the parameter space. Second, an improved generalized pencil-of-function (GPOF) method is employed to build the transfer-function based behavioral models for each time-varying coefficient of the polynomials generated in the first step. Experimental results on a practical quad-core microprocessor show that the generated parameterized thermal model matches the given data very well. ParThermPOF is very suitable for design space exploration and optimization where both time and system parameters need to be considered.

1. INTRODUCTION
As CMOS technology is scaled into the nanometer region, the power density of high-performance microprocessors has increased drastically. The exponential power density increase will in turn lead to average chip temperature to raise rapidly [2]. Higher temperature has significant adverse impacts on chip packing cost, performance and reliability. Excessive on-chip temperature leads to slower transistor speed, more leakage power consumption, higher interconnect resistance, and reduced reliability [4, 5, 12].

Chip-multiprocessing techniques, where multiple CPU-cores and caches are integrated into a single chip, provide a viable solution to the temperature/power problems [1, 3, 10]. Chip-multiprocessing allows one to increase the total throughput by task-level parallel computing with lower voltage and frequency to meet power and thermal constraints. The proliferation of this technique provides both opportunities and challenges for future massive parallel computing. One difficult issue confronting the designers is the unpredictable heat and thermal effects, which are caused by the placement of cores and caches and changing program loads. So it is very important to verify the temperatures during the floorplanning and architecture design under various loads among different cores and caches. The estimated temperature at the architecture level can then be used to perform power, performance, and reliability analysis, together with floorplanning and packaging design [14].

To facilitate this temperature-aware architecture design, it is important to have accurate and fast thermal estimation at the architecture level. Both architecture and CAD tool communities are currently lacking reliable and practical tools for thermal architecture modeling. Existing work on the HotSpot project [8, 14] tried to solve this problem by generating the architecture thermal model in a bottom-up way based on the floorplanning of the function units. But this method is difficult to set up for new architecture with different thermal and packaging configurations [16]. Also the resulting models work for only traditional one-core CPU architecture and the accuracy may be not sufficient as many approximations are made. And this method cannot accommodate variable parameters.

Parameterized models are important for fast design exploration and optimization as one can change the parameters during the optimization process. In the multi-core architecture, those variable parameters related to the chip’s temperature can be spatial distance of thermal sensors in the heat sink, different components in the chip package (heat sink, heat spreader, cores, cache, etc.), thermal conductivity of the heat sink materials (aluminium and copper) or more. In addition to those parameters, the models must capture transient thermal behaviors. Recent work [15] proposed a parameterized modeling method for performance metrics (timing, power, and temperature) at the device and gate levels using response surface method. But this method cannot capture the transient information.

In this paper, we propose a new architecture-level parameterized transient thermal behavioral modeling algorithm for emerging thermal related analysis and optimization problems for high-performance chip-multiprocessor design. We propose a new approach, called ParThermPOF, to build the parameterized transient thermal behavioral models from the measured or computed thermal and power information at the architecture level. The new method is a top-down, black-box approach, meaning it does not require any internal structure of the systems and it is very general and flexible. ParThermPOF is able to include a number of parameters such as location of thermal sensors in a heat sink, different components (heat sink, heat spread, core, cache, etc.), thermal conductivity of heat sink materials, etc. The new method consists of two steps: first, response surface method (RSM) based on low-order polynomials is applied to build the parameterized models at each time point for all the given sampling nodes in the parameter space (except for time). Second, an improved generalized pencil-of-function (GPOF) method [9], specifically for thermal modeling, called ThermPOF, is employed to build the transfer-function based models for each time-varying coefficient of the polynomials generated in the first step.
Simulation results on a practical quad-core microprocessor show that the generated parameterized thermal behavioral models can be built very efficiently and the resulting models match the measured temperatures well for given parameter space in time domain.

The rest of this paper is organized as the follows: Section 2 presents parameterized thermal modeling problem we try to solve. Section 3 explains a generalized pencil-of-function (GPOF) method for extracting poles and residues from transient response and an improved GPOF method for thermal modeling. Section 4 presents our new parameterized thermal behavioral modeling approach based on the improved GPOF thermal modeling technique and response surface model. Section 5 shows the simulation results and Section 6 concludes this paper.

2. PARAMETERIZED TRANSIENT THERMAL BEHAVIORAL MODELING PROBLEM

Two types of parameters are considered in our modeling problems. The first one is time; the second one are other parameters to be discussed below.

Our modeling problem is to build parameterized transient thermal models considering the both time and other variable parameters of multi-core processors. Basically we want to build the behavioral model, whose inputs are the powers and outputs are temperatures that not only depend on the input powers but also depend on the system parameters. Our parameterized behavioral models are created and calibrated with the measured/simulated temperature and power information from the real chips.

In this paper, we specifically look at a quad-core microprocessor architecture from Intel to validate the new thermal modeling method. The architecture of this multi-core microprocessor is shown in Fig. 1, where there are four CPU cores (die 0 to die 3) and one cache core (die 4). The temperatures reported are on the die bottom face and centered within each die region.

Fig. 2 shows 3-D structure of this quad-core microprocessor, where the CPU die (with quad-cores) is in the bottom in contact with intermediate heat spreader (IHS) in blue. At the top is the heater sink (HS), which has the top and bottom parts. The thermocouples (thermal sensors) in red are used to measure the real temperatures on these specific locations. Fig. 3 shows the temperature changes when only core0 is active (20W power at the input) at different locations using a copper heat sink. HS_5mm means that the temperature changes at 5mm away from the center of the heat sink. Fig. 4 shows the temperature distributions on the whole chip using different heat sink materials when all cores and cache are active.

Furthermore, we may consider the thermal conductivity of the heat sink material as another parameter. Normally, heat sink is made of copper (Cu) or aluminium (Al). Cu and Al have different thermal conductivities, such as Cu is 390W/(m·K) and Al is 240W/(m·K). Different heat sink materials may induce the different temperature distributions on the chip. Fig. 4 shows the temperature distributions on the whole chip using copper heat sink and aluminium heat sink. We can see from the two figures that the maximum temperature of the chip on a copper heat sink is 10°C less than the one on an aluminium heat sink. But the price of copper heat sink is apparently much higher than the aluminium one. So the designers need a trade-off between hot spot temperatures and package cost. In our work, we set up such a parameter to indicate the thermal conductivity of the heat sink material properties. Such parameterized thermal
models may be very helpful for the design exploration and optimization. We can abstract this quad-core processor into a linear system with 5 inputs, 1 output and several parameters as shown in Fig. 5. The inputs are the power traces of all the cores and the output is the temperature response for given parameters. The parameters can be the location of the thermal sensors (distance to a center point), the observation component or measure point, thermal conductivity of the materials used for heat sinks, etc.
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**Figure 5: Abstracted system**

Such system can be described by the parameterized impulse-response (transfer) function matrix \( \mathbf{H} \):

\[
\mathbf{H}(t, \xi) = [h_0(t, \xi) \ h_1(t, \xi) \ h_2(t, \xi) \ h_3(t, \xi) \ h_4(t, \xi)]
\]

where \( h_i \) are the impulse response function for output due to input port \( i \) and \( \xi = (\xi_1, \xi_2, \xi_3, ...) \) are the parameters of this system.

Given a power input vector for each core \( \mathbf{u}(t) \) and a specific set of parameters \( \xi \), the transient temperature can be then computed by

\[
y(t) = \int_0^t \mathbf{H}(t - \tau, \xi)\mathbf{u}(\tau)d\tau
\]

Equation (2) can be written in frequency domain as in (3).

\[
y(s) = \mathbf{H}(s, \xi)\mathbf{u}(s)
\]

where \( y(s), \mathbf{u}(s) \) and \( \mathbf{H}(s, \xi) \) are the Laplace transform of \( y(t), \mathbf{u}(t) \) and \( \mathbf{H}(t, \xi) \), respectively. Each \( h_i(\xi) \) can be expressed as the partial fraction form or the pole-residue form (4).

\[
h_i(s, \xi) = \sum_{k=1}^{n} \frac{r_k(\xi)}{s - p_k(\xi)}
\]

where \( h_i(s, \xi) \) is the transfer function between the \( i \)th input terminal and the output terminal; \( p_k \) and \( r_k \) are the \( k \)th pole and residue. Once transfer functions are obtained, the transient responses can be easily computed.

To build the parameterized behavioral model, we need to solve the following two problems: (1) to find a response polynomial functions that can approximate the measured temperatures for all the controllable variables (parameters) with enough accuracy; (2) to find the poles and residues for each transfer function \( h_i \) from thermal coefficients (of the polynomials from step (1)) and power information to capture the transient behavior of the temperature.

For problem (1), we introduce response surface method to capture linear or nonlinear relationship between the parameters and response (temperatures) at each time point. For problem (2), we can handle it by using improved generalized pencil-of-function (GPOF) to extract the poles and residues from transient thermal response. Combine (1) and (2), we can build the parameterized transient thermal behavioral models.

In the following section, we will first briefly review the improved GPOF method for transient thermal behavioral modeling before we present our new parameterized thermal behavioral models.

### 3. GPOF AND IMPROVED GPOF FOR THERMAL MODELING

#### 3.1 Review of generalized pencil-of-function (GPOF) method

Generalized pencil-of-function (GPOF) method can be used to extract the poles and residues from the transient response of a real-time system and electromagnetism \([6,7,13]\). It works on the sum of exponential forms, which can be expressed in the partial fraction form in frequency domain like (4). So it can be used to extract poles and residues from the impulse responses for our problem. GPOF algorithm flow can be shown in Fig. 6, where \( N \) is the total number of sampled points, \( M \) is the order or the number of poles and \( L \) can be viewed as sampling window size.

**Algorithm: GPOF**

Input: sampling vectors \( \mathbf{y}_i = [y_{i1}, y_{i2}, ..., y_{in-N-L+1}]^T \)

Output: poles vector \( \mathbf{p} \) and residues vector \( \mathbf{r} \)

1. Construct matrices \( Y_1 \) and \( Y_2 \).
   \[ Y_1 = [y_0, y_1, ..., y_{N-L+1}] \quad Y_2 = [y_1, y_2, ..., y_L] \]

2. Singular value decomposition (SVD) of \( Y_1 \):
   \[ Y_1 = UDV^H \]
   \[ U = [u_1, u_2, ..., u_N] \]

3. Construct matrix \( Z \):
   \[ Z = D^{-1}U^HY_2V \]

4. Compute the poles vector:
   \[ p_i = \text{imag}(z_i) \]

5. Solve \( R_1 \) and \( R_2 \) from \( Z_1 = R_1Z_2 \) and \( Y_2 = Z_1RZ_0Z_2 \).

\[
Z_1 = \begin{bmatrix}
1 & 1 & 1 & \cdots & 1 \\
1 & z_1 & z_2 & \cdots & z_M \\
1 & z_1^{N-L} & z_2^{N-L} & \cdots & z_M^{N-L} \\
1 & z_1^{N-2L} & z_2^{N-2L} & \cdots & z_M^{N-2L} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & z_1^{N-L} & z_2^{N-L} & \cdots & z_M^{N-L} \\
\end{bmatrix}
\]

Find residues vector:
   \[ \mathbf{r} = R_2Z_0 \]

**Figure 6: GPOF algorithm for poles and residues extraction**

For GPOF method, it allows \( M \leq L \leq N - M \), which means that we can allow the different window size and pole numbers. Typically, choosing \( L = N/2 \) can yield better results.

#### 3.2 Improved GPOF method for thermal modeling

Directly applying the GPOF to the computed thermal impulse response may not lead to stable and accurate model. We improve the GPOF method by using logarithmic-scale and stabilization process mentioned below. The resulting method, called ThermPOF, was proposed recently by the authors \([9]\). ThermPOF builds the linear transient thermal models for given power and temperature information and is briefly reviewed in the following.

Because the measured temperatures change very rapidly in a very short time and gradually reach a steady state for a long time. This feature results in the modeling problem for GPOF method if linear sampling is used. A logarithmic-scale sampling technique is presented in ThermPOF to mitigate this problem. After obtaining the transfer function from GPOF, ThermPOF can get the response back in original time scale.

Also, GPOF method will not always generate stable poles for a given impulse response. The response from the model
by GPOF can be unbounded outside the sampled interval while using positive poles, although GPOF model can give a very good matching for a given impulse response for the sampled interval. To mitigate this problem, ThermPOF artificially extends the time interval when the impulse response is zero. By sufficiently extending the time interval of zero-response in an impulse response, it can make all the poles stable.

Further more, the obtained impulse response may become zero numerically for a short period because temperature changes at the beginning is very slow. And long zero-response time at beginning may cause the significant discrepancies in the reduced models. To resolve this problem, ThermPOF truncates the beginning zero-response time such that response goes to non-zero numerically immediately. The second method to mitigate this problem is by increasing the value of $L$, which means more sampling points but more accuracy. The advantage of the second method is that it can use the same offset for all the transfer functions, which can reduce the complexity in the thermal simulation.

4. **PARAMETERIZED THERMAL BEHAVIORAL MODELING METHOD**

In this section, we present our new parameterized thermal behavioral modeling approach based on the ThermPOF method and response surface method.

4.1 **Response surface method**

Response surface methodology (RSM) explores the relationships between several input variables and one or more responses. The main principle of RSM is to use a set of designed experiments to obtain an optimal response. There are many applications of RSM in real industry, particularly in situations where several input variables potentially influence some performance measure or quality characteristic of the product or process [11]. This performance measure or quality characteristic is called response. And the input variables are sometimes called independent variables.

Specifically, suppose that a response $y$ depends on several controllable input variables $(\xi_1, \xi_2, ..., \xi_k)$

$$y = f(\xi_1, \xi_2, ..., \xi_k) + \varepsilon$$

(5)

where the form of the true response function $f$ is unknown and perhaps very complicated. We need to minimize the error $\varepsilon$ when building response surface models.

Usually, a low-order polynomial in some relatively small region of the independent variable space is appropriate. In many cases, either a first-order or a second-order model is used. First-order model is easy to estimate and apply, but it can only accurately approximate the true response surface over a relatively small region of the variable space where there is little curvature in $f$. But if the curvature is strong enough that the first-order model is inadequate to fit the true response surface, a second-order model will be required.

4.2 **Building response surface model for thermal response**

The first thing we do is to transform the natural variables $\xi$ in a range $[a, b]$ into coded variables $x$ in a range $[-1, 1]$. After coding, the variable matrix $X$ will have all orthogonal columns. It may reduce the numerical errors and increase the numerical stability.

A second-order response $y$ depending on variables $(x_1, x_2, ..., x_k)$ can be written as

$$y = \beta_0 + \sum_{j=1}^{k} \beta_j x_j + \sum_{j=2}^{k} \sum_{j<j}^{k} \beta_{jk} x_j x_k + \sum_{j=1}^{k} \beta_j x_j^2 + \varepsilon$$

(6)

If we let $x_{k+1} = x_1 x_2, x_{k+2} = x_2 x_3, ..., x_{k(k+1)/2+1} = x_1^2, x_{k(k+1)/2+2} = x_2^2, ..., \beta_{k+1} = \beta_{12}, \beta_{k+2} = \beta_{23}, ..., \beta_{k(k+1)/2+1} = \beta_{k1}, \beta_{k(k+1)/2+2} = \beta_{k2}, ..., then (6) becomes

$$y = \beta_0 + \sum_{j=1}^{k} \beta_j x_j + \varepsilon$$

(7)

which is a linear regression model for coefficients $(\hat{\beta}_0, \hat{\beta}_1, ..., \hat{\beta}_q)$, where $q = k(k+3)/2$. We can use least squares method to estimate the regression coefficients in the multiple linear regression model in (7).

Suppose that we have $n$ observed responses $y = (y_1, y_2, ..., y_n)$ and for each $y_i$ we have one set of parameter values $x_i = (x_{i1}, x_{i2}, ..., x_{iq})$. So (7) can be written in matrix notation as

$$y = X\beta + \varepsilon$$

(8)

where

$$y = \begin{bmatrix} y_1 \\ y_2 \\ \vdots \\ y_n \end{bmatrix}, \quad X = \begin{bmatrix} 1 & x_{11} & x_{12} & ... & x_{1q} \\ 1 & x_{21} & x_{22} & ... & x_{2q} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & x_{n1} & x_{n2} & ... & x_{nq} \end{bmatrix}, \quad \beta = \begin{bmatrix} \hat{\beta}_0 \\ \hat{\beta}_1 \\ \vdots \\ \hat{\beta}_q \end{bmatrix}, \quad \varepsilon = \begin{bmatrix} \varepsilon_1 \\ \varepsilon_2 \\ \vdots \\ \varepsilon_n \end{bmatrix}$$

(9)

We would like to find the coefficient solution vector $\hat{\beta}$ that minimizes the squares of errors $E$, where

$$E = \sum_{i=1}^{n} \varepsilon_i^2 = \varepsilon^T \varepsilon = (y - X\beta)^T (y - X\beta)$$

(10)

And $E$ can be expressed as

$$E = y'y - \beta^T X^T y - y^T X \beta + \beta^T X^T X \beta$$

$$= y'y - 2\beta^T X^T y + \beta^T X^T X \beta$$

(11)

To minimize $E$, we have

$$\frac{\partial E}{\partial \beta} = -2X^T y + 2X^T X \beta = 0$$

(12)

So the least squares estimator of $\beta$ is

$$\hat{\beta} = (X^T X)^{-1} X^T y$$

(13)

In practice, we do QR decomposition on $X$ to make the computation more numerical stable. So we obtain $R\hat{\beta} = Q^T y$. After solving the linear equations, we get the estimated coefficient vector $\hat{\beta}$.

4.3 **Building parameterized thermal behavioral models**

In this paper, we use second-order response surface model. We illustrate the new method by using a real example.

4.3.1 **Coding for the variable parameters**

Specifically, the temperature response is a function of the following parameters: two variables $(\xi_1, \xi_2)$ are distance away from the center and thermal conductivity of the heat sink materials; six variables $(\xi_3, \xi_4, ..., \xi_8)$ are used to indicate observation components, such as core, coreless, cache, heat spreader and heat sink. Such variables are called indicator variables, because values in them are binary (0 or 1), while values in $(\xi_1, \xi_2)$ are quantitive.

We obtained the data from Intel and the data was measured by the thermal sensors from a real quad-core microprocessor. The observed temperature responses are on $\xi_1 = 0\text{nm}, 5\text{mm}, 15\text{mm}$ and $\xi_2 = 240W/(m \cdot K)(\text{Al}), 390W/(m \cdot K)(\text{Cu})$. $\xi_3 = 1$ if we observe the temperature
on core0, $\xi_1 = 1$ if we observe the temperature are on core1. The setting for $\xi_1, ..., \xi_8$ are the same. They represent core2, core3, cache and heat spreader when they are set to 1, respectively. At any time, there is at most one variable which is set to 1 in $\xi_1, ..., \xi_8$. When $\xi_1, ..., \xi_8$ are all zeros, it means that we observe on heat sink.

A simple linear transformation can be used on the original measure scale so that the highest value becomes "1" and the lowest value becomes "−1". Assume that a quantitative variable $\xi_i$ is in a range $[a, b]$, using the linear transformation in (14), we can convert the coded variable $x_i$ into a range $[-1, 1]$. Now we can use the coded variables $x_1, ..., x_8$ instead of the natural ones $\xi_1, ..., \xi_8$.

\[ x_i = \frac{\xi_i - (b + a)/2}{(b - a)/2} \]  

In our setting, we set $x_1$ as a full second-order form, which consists of the linear terms, the crossing terms amid different variables and squared terms. However, for $x_2$, based on the current data we obtained, we only have the measured temperatures on two thermal conductivity points ($240W/(m \cdot K)$ and $390W/(m \cdot K)$). So in our models we consider $x_2$ as a second-order form including only linear and crossing terms. In the future, after obtaining more measured data collected by Intel, we may extend $x_2$ to a full second-order or even high-order form.

For $x_3, ..., x_8$, because they are indicator variables only binary value (0 or 1), we also consider them as a second-order form including only linear and crossing terms. Also, based on our current measured data, $x_3, ..., x_8$ only have the crossing terms with $x_2$. Because the temperatures we measured on 0mm, 5mm and 15mm away from center is only for heat sink. For other components, such as core0-core3, cache and heat spreader, we only know the temperature on their centers. So currently indicator variables are independent of distance $x_1$. Note that we indicate the heat sink by setting $\xi_3, ..., \xi_8$ to all zeros. So our models can still work well to capture the temperature responses on heat sink for different values of distance variable $x_1$.

Now we can begin to set up variable matrix $X$ based on the coded variables. There are 17 terms in total, including constant, linear, crossing and squared terms. For each time point, we have 18 measured temperature samples for different distances, different thermal conductivities of heat sink materials and different observation components. So we obtain the coded variable matrix $X$ as shown in Fig. 7.

4.3.2Building generalized linear thermal models for coefficients

After we obtain coded variable matrix $X$, the coefficients of our model can be computed using (13). At this point, we obtain the parameterized thermal model only on a single time point. We then compute the response surface models on all the time points, which could generate a set of response surface models, or more precisely, a set of coefficients, which are functions of time now. Since we can consider the temperature response as a linear combination of such coefficients, the original thermal system is decomposed into a number of linear dynamic subsystems. Each coefficient is considered as temperature output of each subsystem and these subsystems share the same power inputs.

To build transient models, we need to incorporate the time into our model. Now we apply the ThermPOF [9] to each coefficient, which is computed from the RSM and is function of time now. The coefficient, a special temperature, along with the input powers, will become single output and multiple inputs (5 inputs) system based on our thermal models as shown in Fig. 5, which consists of 5 power inputs. Once we have the model, we can compute the total temperature response of the whole system, which is just the sum of all the responses from all the subsystems together. Note that the modeling process above is only for one power input. We need to repeat it 5 times in order to obtain the models of thermal system with 5 power inputs.

Overall, ParThermPOF consists of two steps: first, building parameterized models by response surface methods on every time point; second, building subsystem response behavior models by ThermPOF. Fig. 8 shows the response surfaces generated by ParThermPOF over 3 selected time points when only core0 is active.

5. SIMULATION RESULTS

The proposed ParThermPOF algorithm has been implemented in MATLAB 7.0 and tested on the quad-core microprocessor architecture, as shown in Fig. 1, from Intel. We first build parameterized thermal behavior models from a training data set where we collect the measured temperatures when only one single step power source is applied at one time. After parameterized thermal models are built, we could apply them to generate the temperature responses for any type of time-varying input power sources and different parameter settings.

In our experiments, the training data used first to build the models have different time scales from the benchmark data used later to verify the models. Both the training data and benchmark data are provided by Intel who measured the temperatures on a real quad-core microprocessor under real operating conditions. The measured temperature distribution when using a copper heat sink at $t = 1$ s is shown in Fig. 9. The power input traces in the benchmark are shown in Fig. 10(a), where the step power is 20W for all the cores.

In practice, temperature response can be computed very fast by our models during any time interval, as the computation complexity in our model is only $O(n)$ by using recursive convolution on the pole-residue expression, where $n$ is the number of time steps. Note that the simulation results are also subject to parameter changes. When we change the values of parameters, the results can be computed directly without doing simulation again.

Now we will show the accuracy of ParThermPOF. The calculation of temperature responses at each coefficient is only done once. Then we can obtain thermal response for any specific values for parameters ($\xi_1, \xi_2, ..., \xi_8$) by setting them directly in the models.

Figure 8: Response surfaces at 3 time points when only core0 is active

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Coded distance</th>
<th>Coded thermal conductivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>36</td>
<td>0</td>
<td>35.5</td>
</tr>
<tr>
<td>37</td>
<td>0.5</td>
<td>36</td>
</tr>
<tr>
<td>38</td>
<td>1</td>
<td>36.5</td>
</tr>
<tr>
<td>39</td>
<td>-0.5</td>
<td>37</td>
</tr>
<tr>
<td>40</td>
<td>-1</td>
<td>38</td>
</tr>
<tr>
<td>40.5</td>
<td>-0.5</td>
<td>39</td>
</tr>
<tr>
<td>41</td>
<td>0</td>
<td>39.5</td>
</tr>
<tr>
<td>42</td>
<td>0.5</td>
<td>40</td>
</tr>
</tbody>
</table>
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we set $\xi = 0, 5, 15, \xi_2 = 240$ and others to zeros.

Fig. 12 and Fig. 13(a) show the temperatures on the center of core0, core2 and cache when using a copper heat sink. In these cases we set $\xi_1 = 0$, $\xi_2 = 390$, $\xi_3 = 1$ or $\xi_5 = 1$ or $\xi_7 = 1$ and others to zeros.

Fig. 13(b) and Fig. 14 show the temperatures on the center of core1, core3 and the heat spreader when using an aluminium heat sink. In these cases we set $\xi_1 = 0$, $\xi_2 = 240$, $\xi_4 = 1$ or $\xi_6 = 1$ or $\xi_8 = 1$ and others to zeros.

From the figures, we can see that all the peak temperatures for each set of parameters during the whole time interval match well between computed data and given measured data. The models work well for the nine sets of specific parameters as we just showed sequentially. The errors and percentages are shown in Table 1. All the temperature errors except for set6 (cache with a copper heat sink) is less than $1^\circ C$.

The average errors and relative errors (computed temperature over measured temperature on each time point) between computed data and measured data are shown in Table 2. From Table 1 and Table 2, we can see that ParThermPOF is very accurate.

6. CONCLUSION
In this paper, we have proposed a new parameterized thermal behavioral modeling method. The new method, ParThermPOF, builds the parameterized transient thermal behavioral models from the measured/given architecture thermal and power information. It could include a number of parameters such as locations of thermal sensors in a heat sink, different components (heat sink, heat spread, core, cache, etc.), thermal conductivity of heat sink materials, etc. ParThermPOF is a general top-down, black-box parameterized performance modeling techniques. It is very suitable for thermal-related design space exploration and optimization where both transient behavior and system parameters need to be considered. Experimental results on a practical quad-core microprocessor have showed that generated parameterized thermal models match the given power-thermal data very well.

### Table 1: Errors of the peaks

<table>
<thead>
<tr>
<th>Parameter settings</th>
<th>Measured (°C)</th>
<th>Maximal peak Error (°C)</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>set1</td>
<td>43.8</td>
<td>0.21</td>
<td>0.48%</td>
</tr>
<tr>
<td>set2</td>
<td>40.0</td>
<td>0.14</td>
<td>0.35%</td>
</tr>
<tr>
<td>set3</td>
<td>35.0</td>
<td>0.12</td>
<td>0.36%</td>
</tr>
<tr>
<td>set4</td>
<td>69.1</td>
<td>0.29</td>
<td>0.42%</td>
</tr>
<tr>
<td>set5</td>
<td>70.3</td>
<td>0.69</td>
<td>0.98%</td>
</tr>
<tr>
<td>set6</td>
<td>49.6</td>
<td>1.27</td>
<td>2.56%</td>
</tr>
<tr>
<td>set7</td>
<td>77.3</td>
<td>0.22</td>
<td>0.28%</td>
</tr>
<tr>
<td>set8</td>
<td>74.2</td>
<td>0.87</td>
<td>1.17%</td>
</tr>
<tr>
<td>set9</td>
<td>55.2</td>
<td>0.57</td>
<td>1.03%</td>
</tr>
</tbody>
</table>

### Table 2: Average errors and relative errors between the computed and measured temperatures

<table>
<thead>
<tr>
<th>Parameter settings</th>
<th>Average Error (°C)</th>
<th>Average Relative Error (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>set1</td>
<td>0.06</td>
<td>0.16%</td>
</tr>
<tr>
<td>set2</td>
<td>0.18</td>
<td>0.49%</td>
</tr>
<tr>
<td>set3</td>
<td>0.02</td>
<td>0.07%</td>
</tr>
<tr>
<td>set4</td>
<td>0.13</td>
<td>0.23%</td>
</tr>
<tr>
<td>set5</td>
<td>0.39</td>
<td>0.59%</td>
</tr>
<tr>
<td>set6</td>
<td>0.72</td>
<td>1.69%</td>
</tr>
<tr>
<td>set7</td>
<td>0.81</td>
<td>1.28%</td>
</tr>
<tr>
<td>set8</td>
<td>0.17</td>
<td>0.55%</td>
</tr>
<tr>
<td>set9</td>
<td>0.71</td>
<td>1.52%</td>
</tr>
</tbody>
</table>
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