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ABSTRACT
The gramian approximation methods have been proposed recently to overcome the high computing costs of classical balanced truncation based reduction methods. But those methods typically gain efficiency by projecting the original system only onto one dominant subspace of the approximate system gramian (for instance using only controllability gramian). This single gramian reduction method can lead to large errors as the subspaces of controllability and observability can be quite different for general interconnects with unsymmetric system matrices. In this paper, we propose a fast balanced truncation method where the system is balanced in terms of two approximate gramians as achieved in the classical balanced truncation method. The novelty of the new method is that we can keep the similar computing costs of the single gramian method. The proposed algorithm is based on a generalized SVD-based balancing scheme such that the dominant subspace of the approximate gramian product can be obtained in a very efficient way without explicitly forming the gramians. Experimental results on a number of published benchmarks show that the proposed method is much more accurate than the single gramian method with similar computing costs.

1. INTRODUCTION
Model order reduction (MOR) is an efficient technique to reduce the interconnect complexity at small errors. Existing methods mainly project the original system onto a subspace. These approaches are divided into two broad categories, namely moment matching based methods (Krylov subspace methods) and balanced truncation based methods. In the former case, the system is projected onto a subspace to match dominant moments while in the latter case the system is projected onto a subspace both easily controllable and easily observable.

Moment matching based approaches have been a great success in the past due to its efficiency and scalability [4, 5, 7, 13, 19]. Due to the introduction of Krylov subspace [4, 7, 19], implicit moment matching can be performed in a projection framework with very good numerical stability. As a result, moment matching ideas [17] can be applied to very large-scale problems. Another reason for the success is that, when applied to a special class of systems (like interconnect circuits in MNA formulation), those methods can be modified to preserve passivity [5, 13].

While suitable for reduction of large-scale circuits, Krylov subspace methods do not offer a priori error bound and may generate models not as compact as desired. Therefore, another approach, truncated balanced realization (TR), or balanced truncation (BT), which has been well developed in the control community [1, 6, 8, 12], has been studied intensively recently [9–11, 14–16, 18, 20]. The classical balanced truncation approaches [8, 12] produce nearly optimal models with controllable and observable global error bound [6]. However, those classical methods are too expensive to directly apply to large-scale problems due to the cubic cost to solve two Lyapunov equations. There has been significant effort devoted to mitigate this difficulty recently, which has led to two classes of approximate balanced truncation methods. The first class is based on the approximate balancing by iterative low rank solution of Lyapunov equation [9–11, 20, 22]. The second class is based on the low rank gramian approximation [15, 16, 18].

The low rank gramian approximation methods were proposed in [15, 21]. In [21], both controllability and observability gramians are computed in a sampling based method and eigendecomposition is performed on the product of the two gramians to compute the projection matrix, which is still very expensive. In [15], which is called the PMTBR method, only controllability gramian is computed in a similar sampling way and the system is reduced by projecting onto the approximate dominant controllable subspace only, which can be obtained much more cheaply by using singular value decomposition (SVD). Although no rigorous global error bounds exist as the classical method, those methods often produce a better approximation over a wide frequency range than Krylov subspace methods at the similar cost.

As shown in [20], considering only one gramian can lead to large errors as both controllability and observability gramians and their corresponding subspaces can be quite different for general interconnect circuits. Considering both gramians requires eigendecomposition of the product of two gramians, which is a \( n \times n \) matrix, where \( n \) is the size of the problem. Hence the resulting method will have the similar computational cost, which is \( O(n^3) \), of solving Lyapunov equations in the standard TBR method.

In this paper, we propose a fast balanced truncation method where the system is balanced in terms of two approximate gramians as achieved in the classical balanced truncation method. The novelty of the new method is that we can keep the similar computing costs of the single gramian method. The proposed algorithm is based on a generalized SVD-based balancing scheme, which is the extension of the classical balanced truncation method [8], where the balancing transformation is determined through the SVD of the product of Cholesky factors of gramians without explicitly forming the gramian product. In the proposed method, instead of Cholesky factors, different factors are applied such that the dominant invariant subspace of the approximate gramian product can be obtained in a very efficient way without explicitly forming the gramians. Experimental results on a number of published benchmarks show that the proposed method is much more accurate than the single gramian approximation method at the similar computing cost.
2. BACKGROUND

2.1 Classic balanced truncation

Classical balanced truncation was introduced to the system and control society by [12]. Given a stable minimal linear time invariant (LTI) system in standard state-space form \((A, B, C, D)\)

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) \\
y(t) &= Cx(t) + Du(t)
\end{align*}
\]

where \(A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times p}, C \in \mathbb{R}^{q \times n}, y(t) \in \mathbb{R}^q, u(t) \in \mathbb{R}^p\), the controllability gramian \(X\) and observability gramian \(Y\) are the unique symmetric positive definite solutions to the Lyapunov equations

\[
\begin{align*}
AX + XA^T + BB^T &= 0 \\
A^TY + YA + C^TC &= 0
\end{align*}
\]

and they are related to the energy demanded to control and observe the system, respectively. Notice that solving the two Lyapunov equations takes \(O(n^3)\) even for sparse matrices, which makes the BT methods not suitable for large scale problems.

Given a dynamic system, the state-space representation is not unique. Any nonsingular linear transformation \(x = TX\) can be applied to the system \((A, B, C, D)\) to obtain a new state-space representation \((\tilde{A}, \tilde{B}, \tilde{C}, D)\)

\[
\begin{align*}
\dot{x}(t) &= \tilde{A}x(t) + \tilde{B}u(t) \\
y(t) &= \tilde{C}x(t) + Du(t)
\end{align*}
\]

where \(\tilde{A} = T^{-1}AT, \tilde{B} = T^{-1}B, \tilde{C} = CT\)

Such a transformation is known as similarity transformation, which does not change the input-output behavior of the system. It is easy to see both representations \((A, B, C, D)\) and \((\tilde{A}, \tilde{B}, \tilde{C}, D)\) have the same transfer function \(H(s)\).

A balanced realization is a special state-space representation, where the controllability and observability gramians are diagonal and equal. The balancing transformation can be computed by calculating the eigenmodes of the gramian product \(XY\)

\[
XY = TAT^{-1}
\]

It can be seen that the eigenvectors of \(XY\) are the basis vectors that describe the balancing transformation as follows. It is easy to show the gramians of the transformed system have the following expressions

\[
\begin{align*}
\tilde{X} &= T^{-1}XT^{-T} \\
\tilde{Y} &= T^{-1}YT
\end{align*}
\]

For a balanced system, we require \(\tilde{X} = \tilde{Y} = \Sigma\), where \(\Sigma\) is a diagonal matrix. From (6), we can write

\[
T^{-1}X = \Sigma T^{-T} \\
YT = T^{-T} \Sigma
\]

or

\[
T^{-1}XYT = \Sigma^2
\]

which means the transformation \(T\) that balances the system is that containing the eigenvectors of the gramian product \(XY\) as its columns.

From the gramian expression (5) and (8), it can be seen that the eigenvalues \(\lambda_i\) contained in the diagonal matrix \(\Lambda\) are positive real numbers, and \(\sigma_i = \sqrt{\lambda_i}\) are known as the Hankel singular values of the system. The eigenvectors of \(XY\) correspond to states through which the input is transmitted to the output. The magnitudes of the Hankel singular values describe the relative importance of these states and are independent of the particular realization of the system.

Therefore, a general idea of balanced truncation is to transform the system into a balanced form \((\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D})\), where the states which are difficult to control are also difficult to observe, and to discard the parts of the dynamics that correspond to small Hankel singular values. This truncation leads to a balanced reduced-order system \((\bar{A}, \bar{B}, \bar{C}, \bar{D})\).

The error in the transfer function of the order \(r\) approximation is bounded by [6]

\[
|| H(s) - \bar{H}(s) || = 2 \sum_{i=r+1}^{n} \sigma_i
\]
Note that the method does not need to form the $n \times n$ gramian $Z_cZ_c^H$ explicitly and neither does it need to perform the eigenvalue decomposition at the cost of $O(n^3)$. Instead, it only performs the SVD on a $n \times Np$ thin matrix $Z_o$ instead ($Np \ll n$).

Given $N$ sampling points and $p$ inputs, the cost of SVD on matrix $Z_o \times Np$ is $O(n(Np)^{3})$. In addition, it takes $N$ matrix factorizations and $Np$ matrix solves. The total cost is $O(n(Np)^{3} + Nn^{3} + Npn^{3})$ (typically, $1 \leq \beta \leq 1.5$ and $1 \leq \alpha \leq 1.2$ for circuits) [16], which is dominated by $O(Nn^{3}) < O(n^{3})$.

Note that, the same procedure can be performed based on observability gramian (11) as well as if we define $z_o_k = (j\omega I - A^T)^{-1}C^T$ and perform an SVD on $Z_o = \{z_{o1}, \ldots, z_{oN}\}$.

2.2.3 Existing problems

PMTBR only uses controllability gramian and it works well for symmetric systems where both controllability and observability gramians are the same. But it may not work well for general unsymmetrical systems like RLC interconnect systems as shown in [20].

To consider two gramians, the most straightforward way is to compute $\bar{X} = Z_cZ_c^H$ and $\bar{Y} = Z_oZ_o^H$ respectively and perform an eigendecomposition on the product $XY$ [21]. However, the eigendecomposition has to be performed on a $n \times n$ full matrix $XY$, which still has the computational order of $O(n^3)$.

Another possible way is to use cross-gramian $X_{CG}$, which contains both controllability and observability information in a single matrix. In the frequency domain, $X_{CG}$ is expressed as

$$X_{CG} = \frac{1}{2\pi} \int_{-\infty}^{+\infty} (j\omega I - A)^{-1}BC(j\omega I - A)^{-1}dw$$

(17)

which can be approximated as $\bar{X}_{CG} = \sum z_o_k z_c^H = Z_cZ_c^H$.

In this case, we do not need to compute $\bar{X}$, $\bar{Y}$, and $\bar{XY}$. However, to determine the dominant subspace of $X_{CG}$, we still need to perform an eigendecomposition on a $n \times n$ full matrix $Z_cZ_c^H$.

3. NEW DOUBLE GRAMIAN APPROXIMATION METHOD

In this section, we present the new double gramians approximation method.

3.1 Classical SVD-based balancing algorithm

In classical balanced truncation [12], the most straightforward way to determine the balancing transformation $T$ is to perform an eigendecomposition of the gramian product $XY$ and $T$ is the invariant subspace.

However, in practice, an SVD-based method was proposed in [8], where the balancing transformation $T$ is determined through computing the singular value decomposition (SVD) of a certain product of matrices without explicitly forming the gramian product. The algorithm is shown in Algorithm 1.

In this algorithm, given the controllability gramian $X > 0$ and observability gramian $Y > 0$, the Cholesky factors are computed first. Let $L_c$ and $L_o$ denote the lower triangular Cholesky factors of the gramians $X$ and $Y$

$$X = L_cL_c^T \quad Y = L_oL_o^T$$

(18)

Then the singular value decomposition of the product of the Cholesky factors is computed as

$$L_o^TL_c = U\Sigma V^T$$

(19)

where $U^TU = I$ and $V^TV = I$. The balancing transformation $T$ and $T^{-1}$ are given as

$$T = L_oV\Sigma^{-1/2} \quad T^{-1} = \Sigma^{-1/2}U^TL_o^T$$

(20)

Therefore, instead of explicitly forming the gramian product

Algorithm 1: Classical SVD-based balancing method

Input: $H := (A, B, C, D)$

Output: $H_r := (A_r, B_r, C_r, D)$

1. Compute $X > 0$ and $Y > 0$
2. Cholesky factorization $X = L_cL_c^T$ and $Y = L_oL_o^T$
3. Compute SVD of $UYV = L_c^TL_c$
4. Compute $T = L_oV\Sigma^{-1/2}$ and $T^{-1} = \Sigma^{-1/2}U^TL_o^T$
5. Compute the balanced realizations $A = T^{-1}AT, B = T^{-1}BL_oC = CT$
6. Truncate to form the reduced system $(A_r, B_r, C_r, D)$

...and $XY$ and performing an eigendecomposition, the invariant subspace $T$ can be determined in a less expensive and more efficient way in the classical balanced truncation algorithm.

3.2 Generalized SVD-based balancing algorithm

In this paper, we propose a generalized SVD-based balancing scheme. In the classical SVD-based balancing algorithm, the Cholesky factors are used. However, we show that Cholesky factors are not the only choice to compute the balancing transformation. In fact, there is no restriction on the structure of matrix factors at all. We first show the following result:

THEOREM 1. Assume the gramians $X$ and $Y$ can be factorized as

$$X = Z_cZ_c^T \quad Y = Z_oZ_o^T$$

(21)

where $Z_c$ and $Z_o$ are matrix factors with arbitrary structure. Then the singular value decomposition of the product of the factors is computed as

$$Z_o^TZ_c = U\Sigma V^T$$

(22)

where $U^TU = I$ and $V^TV = I$.

In this case, the balancing transformation $T$ and $T^{-1}$ are given as

$$T = Z_o\Sigma^{-1/2} \quad T^{-1} = \Sigma^{-1/2}U^TZ_o^T$$

(23)

Proof. Given (21) and (22), it can be shown that $T^{-1}$ is an inverse matrix of $T$ in (23)

$$T^{-1}T = (\Sigma^{-1/2}U^TZ_o^T)(Z_oV\Sigma^{-1/2})$$

$$= \Sigma^{-1/2}U^T(Z_oV)\Sigma^{-1/2}$$

$$= \Sigma^{-1/2}U^T(U\Sigma V^T)\Sigma^{-1/2}$$

$$= \Sigma^{-1/2}(U^TU)\Sigma(U^TV)\Sigma^{-1/2}$$

$$= \Sigma^{-1/2}\Sigma\Sigma^{-1/2}$$

$$= I$$

and $T$ is exactly the invariant subspace of gramian product $XY$ (8)

$$T^{-1}XYT = (\Sigma^{-1/2}U^TZ_o^T)(XY)(Z_oV\Sigma^{-1/2})$$

$$= (\Sigma^{-1/2}U^TZ_o^T)(Z_oZ_c^T)(Z_cZ_o^T)(Z_oV\Sigma^{-1/2})$$

$$= \Sigma^{-1/2}U^T(U\Sigma V^T)(U\Sigma V^T)V\Sigma^{-1/2}$$

$$= \Sigma^{-1/2}\Sigma\Sigma^{-1/2}$$

$$= \Sigma^2$$

(25)

Therefore, the factors of gramians are no longer limited to Cholesky factors.
3.3 New double gramians approximation method

Now, we apply the proposed generalized SVD-based balancing algorithm for double gramians approximation.

Let \( \omega_k \) be \( k \)th sampling point. If we define
\[
\begin{align*}
  z_{ok} &= (j \omega_k I - A)^{-1} B \\
  z_{nk} &= (j \omega_k I - A^T)^{-1} C^T
\end{align*}
\]
then \( X \) and \( Y \) can be approximated as
\[
\begin{align*}
  \tilde{X} &= \sum z_{ok} \tilde{Z}_o^H = Z_o Z_o^H \\
  \tilde{Y} &= \sum z_{nk} \tilde{Z}_n^H = Z_o Z_o^H
\end{align*}
\]
where \( Z_o = [z_{o1}, z_{o2}, \ldots, z_{on}] \) and \( Z_n = [z_{n1}, z_{n2}, \ldots, z_{nn}] \).

According to the generalized SVD-based balancing algorithm, \( X \) and \( Z \) can be used as the factors to compute the balancing transformation \( T \). We perform a singular value decomposition on
\[
Z_o^H Z_o = U \Sigma V^H
\]
(28)
Notice that, given \( N \) sampling points and \( p \) inputs and \( q \) outputs, \( Z_o \) and \( Z_n \) are \( n \times N_p \) and \( n \times N_q \) matrices, respectively, where \( N_p \ll n \) and \( N_q \ll n \). Assume \( m = \max(N_p, N_q) \), the dimension of matrix \( Z_o^T Z_o \) is smaller than \( m \times m \) and the cost of SVD is \( O(m^3) \), which is much smaller than \( O(n^3) \) when \( m \ll n \). Then we have
\[
Z_o^H Z_o = \begin{bmatrix} U_1 & U_2 \end{bmatrix} \begin{bmatrix} \Sigma_1 & 0 \\ 0 & \Sigma_2 \end{bmatrix} \begin{bmatrix} V_1^T \\ V_2^T \end{bmatrix}
\]
(29)
where \( U_1 \) and \( V_1 \) are dominant subspace corresponding to the first \( r \) largest singular values \( \Sigma_1 \). Then the right projection matrix and left projection matrix are given by
\[
T_r = Z_o V_1 \Sigma_1^{-1/2} \\
T_l = \Sigma_1^{-1/2} U_1^T Z_o^T
\]
(30)
In this case, the controllability gramian and observability gramian can be obtained from generalized Lyapunov equations [16,20] and the frequency domain expressions are [16]
\[
X = \frac{1}{2j} \int_{-\infty}^{\infty} (j \omega C + G)^{-1} B B^T (j \omega C + G)^{-1} \ dt \\
Y = \frac{1}{2j} \int_{-\infty}^{\infty} (j \omega C + G^T)^{-1} L^T L (j \omega C + G^T)^{-1} \ dt
\]
(33)
As a result, \( z_{ok}' \)s and \( z_{nk}' \)s in Algorithm 2 will be replaced by
\[
\begin{align*}
  z_{ok}' &= (j \omega_k C + G)^{-1} B \\
  z_{nk}' &= (j \omega_k C + G^T)^{-1} L^T
\end{align*}
\]
(34)
Just as PMTBR, the complications present in applying standard balanced truncation to problems with singular descriptor matrix \( C \) vanish in the proposed method.

3.4 Practical Implementation

Algorithm 2: New double gramians approximation method (DGA)

Input: \( H : (A, B, C, D) \)
Output: \( H_r : (A_r, B_r, C_r, D) \)
1. Select \( N \) sampling points \( z_k(k = 1, 2, \ldots, N) \)
2. Compute \( Z_o = [z_{o1}, z_{o2}, \ldots, z_{on}] \) where \( z_{ok} = (j \omega_k I - A)^{-1} B \)
3. Compute \( Z_n = [z_{n1}, z_{n2}, \ldots, z_{nn}] \) where \( z_{nk} = (j \omega_k I - A^T)^{-1} C^T \)
4. Perform SVD on matrix \( Z_o^H Z_o = U \Sigma V^T \)
5. Compute right projection matrix \( T_r \), and left projection matrix \( T_l \)
6. Project onto the dominant invariant subspace of the approximate gramian product \( A_r = T_l A T_r, B_r = T_l B, C_r = C T_r \)

3.4.1 Descriptor systems

A special class of dynamic systems is the RLC interconnected circuit described by state-space equations in descriptor form
\[
\begin{align*}
  C \dot{x}(t) &= -G x(t) + B u(t) \\
  y(t) &= L x(t)
\end{align*}
\]
(32)
In this case, the controllability gramian and observability gramian can be obtained from generalized Lyapunov equations [16,20] and the frequency domain expressions are [16]
\[
X = \frac{1}{2j} \int_{-\infty}^{\infty} (j \omega C + G)^{-1} B B^T (j \omega C + G)^{-1} \ dt \\
Y = \frac{1}{2j} \int_{-\infty}^{\infty} (j \omega C + G^T)^{-1} L^T L (j \omega C + G^T)^{-1} \ dt
\]
(33)
Similar to classical balanced truncation [8], the proposed double gramians approximation method does not preserve the passivity for general dynamical systems. But post-passivity enforcement process can be carried out to ensure the passivity [3,20], which is out of scope of this paper.

4. EXPERIMENTAL RESULTS

In this section, we present experimental results on four benchmark examples used in published papers, which are NOT symmetric. The proposed double gramians approximation method, called DGA, is compared with existing single gramians approximation method PMTBR and Krylov subspace method PRIMA at the same reduced order. Note that, the sampling points (total number and their locations) for both DGA and PMTBR are exactly the same.

4.1 Two RLC lines

The first and second examples are RLC lines used in [20] (in Fig.2 and Fig.4). The two RLC lines are of the same order 1502 but with different topologies. In both examples, input signal \( u(t) \) is the voltage at the first node and output is the current flowing through the voltage source. The state vector consists of node voltages, inductor currents, and currents through the voltage source. The MNA formulation for the two lines results in two systems \((G,C,B,L)\) with unsymmetric matrices \(G\). In both examples, the parameters are \( R = 0.1, L = 2, C = 15 \) and the reduced orders are set to be 10.
Table 1: Reduction CPU time comparison of PMTBR and DGA (seconds).

<table>
<thead>
<tr>
<th>n</th>
<th>152</th>
<th>1520</th>
<th>150002</th>
</tr>
</thead>
<tbody>
<tr>
<td>DGA</td>
<td>0.014597</td>
<td>0.06298</td>
<td>8.810724</td>
</tr>
<tr>
<td>PMTBR</td>
<td>0.008164</td>
<td>0.03228</td>
<td>5.070467</td>
</tr>
</tbody>
</table>

The results for the first and second RLC lines are shown in Fig. 1(above) and Fig. 1(below), respectively. Clearly, we see that DGA is much more accurate than PMTBR and PRIMA in both examples. The reason why PRIMA’s results are quite off is that it approximates only dominant controllable states [20]. We then compare the CPU time of DGA and PMTBR. The reduction CPU times are shown in Table 1, where the n is the order of the RLC line and the reduced order is 10. From Table 1, we can see, the reduction time of DGA is less than twice the reduction time of PMTBR. As analyzed in Section 3, this is because DGA is much less expensive than PMTBR in the SVD process although DGA has to take twice matrix factorizations and solving.

4.2 A transmission line model

The third example is a transmission line model from [2, 10], which is not symmetric and has an order of 256. There are 2 inputs and 2 outputs in this model, which results in a $2 \times 2$ transfer matrix $H(s)$. The reduced orders are 30.

The results for the diagonal terms $h_{11}(s)$ and $h_{22}(s)$ of $H(s)$ are shown in Fig. 2(above) and Fig. 2(below), respectively. For this unsymmetric example, the proposed DGA method produces the best wideband approximation again. PRIMA is very accurate in low frequency range but not accurate beyond $10^{13}$ rad/sec. DGA is much more accurate than PMTBR also in this case.

![Figure 1: Comparison results on the two RLC line examples.](image1)

![Figure 2: Comparison result on the transmission line example.](image2)

4.3 An international space station example

In addition to interconnect modeling, model reduction is being used to generate compact models of various dynamic systems [20]. The forth example is a structural model of component 1r (Russian service module) of the International Space Station from [2]. This example is also not symmetric and has an order of 270. There are 3 inputs and 3 outputs in this model, which results in a $3 \times 3$ transfer matrix $H(s)$. The reduced orders are 25.

The results for the diagonal term $h_{22}(s)$ and the off diagonal term $h_{32}(s)$ are shown in Fig. 3(above) and Fig. 3(below), respectively. The same conclusion can be drawn here. PRIMA is only accurate in low frequency range, which can match up to about 10 rad/sec for $h_{22}(s)$ and about 1 rad/sec for $h_{32}(s)$. However, DGA still has the excellent wideband accuracy and the performance is much better than PMTBR.
Figure 3: Comparison result on the ISS example.

5. CONCLUSION

In this paper, a generalized SVD-based balancing scheme has been proposed to balance and reduce interconnect circuits modeled as unsymmetric systems, where the dominant controllable subspace and the dominant observable subspace do not coincide. We demonstrated that Cholesky factors are not the only choice to determine the balancing transformation in the classical SVD-based method. In the generalized balancing framework, different matrix factors are applied and the system can be balanced and truncated in terms of the product of two approximate gramians in an efficient way without explicitly computing the gramians. Experimental results on a number of published benchmarks show that the proposed method is much more accurate than the single gramian method at the similar computing costs.
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