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In this article, we study multi-agent consensus algorithms with information reuse by intentionally introducing the outdated state information into the traditional consensus algorithms. In the continuous-time case, we first show that the outdated state information combined with the current state information does not necessarily jeopardise the stability of a single system, but may improve the convergence speed without increasing the maximal control effort. Then this idea is extended from the single-agent case to the multi-agent case. When the directed communication graph is fixed, the corresponding Laplacian matrix and the outdated state information satisfy certain conditions, we show that the consensus algorithm with both the current and outdated states can achieve a faster convergence speed than the standard one. We also consider the case of a switching directed communication graph and derive corresponding conditions. In the discrete-time case, we propose a discrete-time consensus algorithm with both the current and outdated states under an undirected fixed communication graph. We then derive conditions on the communication graph, the sampling period and the outdated state information such that the proposed algorithm can achieve a faster convergence speed than that using the standard one. In both the continuous-time and discrete-time settings, we show that the maximum control efforts for the proposed consensus algorithms are identical to those for the standard ones. Several simulation examples are presented as a proof of concept.

Keywords: consensus; cooperative control; multi-agent systems; outdated state

1. Introduction

Multi-agent systems have received significant attention in recent years because various benefits, such as low complexity, high robustness and great efficiency can be achieved by having a group of agents work cooperatively. A fundamental approach used in multi-agent systems is consensus. Consensus means that agents in a communication network achieve an agreement on their common state by exchanging information with their neighbours, which is of significance in many applications, such as formation control (Fax and Murray 2004), rendezvous (Lin, Morse, and Anderson 2003), and attitude alignment (Ren 2007). Numerous results on stability and convergence of multi-agent consensus were obtained by using matrix analysis and graph theory.

One of the most important problems in consensus is that how the communication graph influences the stability of multi-agent systems. Motivated by Vicsek, Czirok, Jacob, Cohen, and Schochet (1995), the authors in Jadlbabaie, Lin, and Morse (2003) showed that consensus can be achieved if the undirected communication graph is jointly connected.

The authors in Moreau (2005), Ren and Beard (2005) and Olfati-Saber and Murray (2004) extended the results in Jadlbabaie et al. (2003) to the case of a directed communication graph. It was shown that consensus can be achieved if the directed switching communication graphs have a directed spanning tree jointly.

In addition to the stability analysis, another important feature of consensus algorithms is the convergence speed. The authors in Olfati-Saber and Murray (2004) studied the convergence speed of a consensus algorithm and showed that the convergence speed is determined by the second smallest eigenvalue of the Laplacian matrix. Moreover, a semi-definite programming-based approach was provided in Kim and Mesbahi (2006) to maximise the second smallest eigenvalue of a state-dependent Laplacian matrix such that the fastest convergence speed is achieved. The authors in Xiao and Boyd (2003) proposed an accurate definition of the convergence speed for consensus, and derived a linear iteration algorithm to find the optimal weight matrix for the communication graph in order to obtain the fastest convergence speed.
Considering the fact that time delays are inevitable in real systems, consensus algorithms with time delay have been studied in different settings. The authors in Olfati-Saber and Murray (2004) studied a uniform input time delay under an undirected fixed communication graph while the authors in Lee and Spong (2006) discussed a nonuniform communication time delay under a general dynamic model. It was shown in Moreau (2004b) that the uniform communication time delay will not affect the stability of a consensus algorithm under directed fixed or switching communication graphs. The authors in Xiao and Wang (2008a, b) used nonnegative matrix theory to study, respectively, the continuous-time and discrete-time consensus algorithms with time-varying delays under a switching network topology. The authors in Tian and Liu (2008) provided a unified model considering both the communication and input delays and presented conservative conditions to guarantee the stability. In Peng and Yang (2009), a Lyapunov energy method was introduced to discuss the stability of the leader–follower consensus problem under time-varying delays. In these references, time delays were considered a disadvantage, which will affect the stability of the system. In contrast, the authors in Ghosh, Muthukrishnan, and Schultz (1998) modelled a diffusive schedule in a discrete-time setting, where outdated time-delayed state information was introduced intentionally. It was shown that the outdated state information combined with the current state information can be used to improve the convergence speed of the distributed load balancing algorithm. This approach was also adopted in Cao, Spielman, and Yeh (2006), where gossip algorithms were considered for a distributed averaging problem in a network, and in Cao and Ren (2009), where a consensus algorithm was discussed in a continuous-time setting under fixed and undirected interaction.

In this article, we first extend the existing results in Cao and Ren (2009) to the directed fixed and switching communication graphs in a continuous-time setting and derive conditions on the communication graphs and the outdated state information such that the consensus algorithm with both the current and outdated state information achieves a faster convergence speed than that using the standard one without increasing the maximum control effort. We then give the corresponding stability and convergence analysis on the discrete-time case under an undirected fixed graph. The conditions on the communication graph, the sampling period and the outdated state information are given such that the proposed discrete-time consensus algorithm with both the current and outdated state information achieves a faster convergence speed than that using the standard one without increasing the maximum control effort. This article is organised as follows. In Section 2, we introduce the graph theory notions used in this article. In Section 3, we analyse the continuous-time consensus algorithm with both the current and outdated states under the directed fixed and switching communication graphs. In Section 4, the stability and the convergence speed of the proposed discrete-time algorithm with both the current and outdated states are discussed under an undirected fixed communication graph. In Section 5, simulations are given to validate the theoretical results. The conclusion is given in Section 6.

2. Graph theory notions

Using graph theory, we can model the communication among agents in a multi-agent system. A directed graph $G$ consists of a pair $(V, \mathcal{E})$, where $V$ is a finite nonempty set of nodes and $\mathcal{E} \subseteq V \times V$ is a set of ordered pairs of nodes. An edge $(v_i, v_j)$ denotes that node $v_j$ can obtain information from $v_i$, but not necessarily vice versa. All neighbours of node $v_i$ are denoted as $N_i := \{v_j \mid (v_i, v_j) \in \mathcal{E}\}$. An undirected graph $\bar{G}$ is defined such that $(v_i, v_j) \in \mathcal{E}$ implies $(v_j, v_i) \in \bar{\mathcal{E}}$.

A directed path is a sequence of edges in a directed graph of the form $(v_{i_1}, v_{i_2}), (v_{i_2}, v_{i_3}), \ldots$ An undirected path in an undirected graph is defined analogously. A directed graph has a directed spanning tree if there exists at least one node having a directed path to all other nodes. An undirected graph is connected if there is an undirected path between every pair of distinct nodes.

The adjacency matrix $A = [a_{ij}] \in \mathbb{R}^{n \times n}$ associated with $G$ is defined such that $a_{ij}$ is a positive value if $(v_j, v_i) \in \mathcal{E}$ while $a_{ij} = 0$ otherwise. The (nonsymmetric) Laplacian matrix $L = [l_{ij}] \in \mathbb{R}^{n \times n}$ associated with $A$ is defined as $l_{ii} = \sum_{j \neq i} a_{ij}$ and $l_{ij} = -a_{ij}$, where $i \neq j$. In addition, $L$ has a simple zero eigenvalue with an eigenvector of $1_n$, where $1_n$ is the $n \times 1$ all-one vector, and all other eigenvalues have positive real parts, if and only if $G$ has a directed spanning tree (Agaev and Chebotarev 2000).

3. Continuous-time case

In this section, we first study the single-agent case with a complex control gain because the eigenvalues of the Laplacian matrix $L$ associated with a directed graph may be complex. Then the single-agent case is extended to the multi-agent case under the directed fixed and
dynamic communication graphs. The conditions on the communication graph and the outdated state information are given such that the consensus algorithm with both the current and outdated states can achieve consensus with a faster convergence speed than that using the standard one without increasing the maximum control effort.

3.1 Single-agent case

For a single-agent system with single-integrator kinematics given by

\[ \dot{\varphi}(t) = u(t), \]

where \( \varphi \in \mathbb{C} \) is the state and \( u \in \mathbb{C} \) is the control input, we study two different control algorithms as follows:

\[ u(t) = 2(a + jb)\varphi(t), \]

\[ u(t) = (a + jb)[\varphi(t) + \varphi(t - \tau)], \]

where \( a < 0 \), \( b \in \mathbb{R} \), \( j \) denotes the imaginary unit and \( \varphi(t - \tau) \) is the outdated state characterising how old the state is. Here (2a) uses only the current state while (2b) uses both the current and outdated states. We assume that \( \varphi(t - \tau) := \varphi(t) \) for \( 0 \leq t < \tau \). We know that system (1) using control (2a) is always stable if \( a < 0 \). Moreover, the convergence speed is determined by \( 2|a| \). Regarding the stability and the convergence speed for system (1) using control (2b), we have the following result.

**Lemma 3.1:** If \( \tau \) is chosen satisfying \( \tau \in (0, \tau^*) \), where \( \tau^* = \frac{1}{2\pi} \arccos(\frac{b}{a}) \), system (1) using control (2b) is always stable. Assume that \( \arg(a + jb) \in \left(\frac{\pi}{2}, \pi\right] \cup (-\pi, -\frac{3\pi}{2}) \), \( \arg(\cdot) \) denotes the argument of a complex number. There always exists \( \tau^* \) such that when \( \tau \in (0, \tau^*) \), system (1) using control (2b) has a faster convergence speed than that using control (2a), where \( \tau^* \) is the minimum positive real number satisfying

\[
\min_{j=1,2} \{ \tau | \cos((b + j\delta)\tau^*) = \frac{[a^2 - b^2 + b(b + j\delta)]e^{2\tau^*}}{a^2 + b^2} \},
\]

where \( \delta_1 = \sqrt{-a^2 + e^{-4\tau^*}a^2 + e^{-4\tau^*}b^2} \) and \( \delta_2 = -\delta_1 \).

**Proof:** For the first statement, note that the closed-loop poles of system (1) using (2b) satisfy

\[
s = (1 + e^{-\tau})(a + jb).
\]

Letting \( s = x + jy \), it follows that

\[ x = a[1 + e^{-\tau\cos(y\tau)}] + be^{-\tau\sin(y\tau)}, \]

\[ y = b[1 + e^{-\tau\cos(y\tau)}] - ae^{-\tau\sin(y\tau)}. \]

When \( \tau = 0 \), we can obtain \( x = 2a \) and \( y = 2b \). Because \( s \) is continuous with respect to \( \tau \), there exists \( \tau' \) such that \( s \) is always in the open left-half plane when \( \tau \in (0, \tau') \). To find \( \tau' \), let \( s = j\omega_1 \). Substituting \( s = j\omega_1 \) into

\[ s = (1 + e^{-\tau})(a + jb) \]

which implies \( -a + j(\omega_1 - b) = e^{-j\omega_1\tau}(a + jb) \). After some manipulations, we can obtain \( \omega_1 = 2b \). After separating the real and imaginary parts of (6) and some manipulations, we can obtain \( \tau' = \frac{1}{2\pi} \arccos(\frac{b}{a}) \).

For the second statement, note that

\[
\frac{dx}{d\tau} \Bigg|_{\tau=0} = -ae^{-\tau x} \left( \frac{dy}{d\tau} + y \right) \sin(\tau y) \Bigg|_{\tau=0} + ae^{-\tau x} \left( -\frac{dx}{d\tau} - x \right) \cos(\tau y) \Bigg|_{\tau=0} + be^{-\tau x} \left( \frac{dy}{d\tau} + y \right) \cos(\tau y) \Bigg|_{\tau=0} + be^{-\tau x} \left( -\frac{dx}{d\tau} - x \right) \sin(\tau y) \Bigg|_{\tau=0} = -ax + by = -2a^2 + 2b^2.
\]

Thus, \( \arg(a + jb) \in \left(\frac{\pi}{2}, \pi\right] \cup (-\pi, -\frac{3\pi}{2}) \) implies \( \frac{dx}{d\tau} \Bigg|_{\tau=0} < 0 \). Based on the continuity of \( \frac{dx}{d\tau} \) with respect to \( \tau \), there must exist a neighbourhood \( \tau \in (0, \tau^*) \) such that \( x < 2a \) for \( \tau \in (0, \tau^*) \). In order to find \( \tau^* \), let \( s = 2a + j\omega \) into \( s = (1 + e^{-\tau})(a + jb) \) gives

\[
2a + j\omega = (1 + e^{-2\tau(\omega + j\omega_0)})(a + jb),
\]

which implies \( a + j(\omega - b) = e^{-2\tau\omega}e^{-j\omega_0}(a + jb) \). From (7), we can get that \( a^2 + (\omega - b)^2 = e^{-4\tau\omega}(a^2 + b^2) \). It follows that

\[
\omega = b \pm \sqrt{-a^2 + e^{-4\tau\omega}a^2 + e^{-4\tau\omega}b^2}.
\]

After separating the real and imaginary parts of (7) and after some manipulations, we can obtain

\[
\cos(\omega \tau^*) = \frac{(a^2 + \omega b - b^2)e^{2\tau^*}}{a^2 + b^2}.
\]

Substituting (8) into (9), we can see that \( \tau^* \) is the minimum positive real number satisfying (3), system (1) using control (2b) has a faster convergence speed than that using control (2a) when \( \tau \in (0, \tau^*) \).

**Remark:** Lemma 3.1 in Cao and Ren (2009) is a direct result of Lemma 3.1 by noting that the argument of a negative real number is always equal to \( \pi \).
3.2 Multi-agent consensus with both the current and outdated states under a fixed directed graph

In this section, we extend the results in Section 3.1 to the multi-agent consensus problem. Consider a multi-agent system with single-integrator kinematics given by

\[ \dot{e}_i(t) = u_i(t), \quad i = 1, \ldots, n, \]  

(10)

where \( e_i(t) \) and \( u_i(t) \) denote, respectively, the state and the control input of the \( i \)-th agent. Consider consensus algorithms using, respectively, only the current states and both the current and outdated states as

\[ u_i(t) = -2 \sum_{j=1}^{n} a_{ij} [e_i(t) - e_j(t)], \]  

(11a)

\[ u_i(t) = - \sum_{j=1}^{n} a_{ij} [e_i(t) - e_j(t)] + [e_i(t - \tau) - e_j(t - \tau)], \]  

(11b)

where \( a_{ij} \) is the \((i, j)\)-th entry of the adjacency matrix \( A \), and \( e_i(t - \tau), i = 1, \ldots, n \) is the outdated state with \( \tau > 0 \) characterising how old the state is. Similar to the discussion in Cao and Ren (2009), we compare (11a) and (11b) in terms of the convergence speed and the maximal control effort. We assume that \( e_i(t - \tau) = e_i(t), i = 1, \ldots, n \) for \( 0 \leq t < \tau \). System (10) using (11a) can be written in matrix form as

\[ \dot{\xi}(t) = -2L\xi(t), \]  

(12)

where \( \xi = [e_1, e_2, \ldots, e_n]^T \) and \( L \) is the Laplacian matrix defined in Section 2. Let \( \lambda_i = a_i + jb_i \) be the \( i \)-th eigenvalue of \( L \), where \( a_i, b_i \in \mathbb{R} \). Suppose that the directed communication graph has a directed spanning tree. Without loss of generality, we label \( \lambda_i \) by the magnitudes of the real parts as \( 0 < a_1 < a_2 \leq \cdots \leq a_n \). We know that system (10) using control (11a) achieves consensus with a convergence speed \( 2|a_2| \). We have the following result for (10) using (11b).

**Theorem 3.2:** If \( \tau \) is chosen satisfying \( \tau \in (0, \tau^*), \) where \( \tau^* = \min_{i,j=2,\ldots,n}[\tau_{ij}] \) and \( \tau_{ij} = \frac{1}{2} \arccos\left(\frac{\rho_i - \rho_j}{\rho_i + \rho_j}\right) \), system (10) using control (11b) achieves consensus. Assume that \( \arg(\lambda_i) \in (-\frac{\pi}{2}, \pi/2) \), \( i = 2, 3, \ldots, n \), holds. There always exists \( \tau^* \) such that when \( \tau \in (0, \tau^*) \), system (10) using (11b) achieves consensus with a faster convergence speed than that using (11a), where \( \tau^* = \min_{i,j=2,\ldots,n}[\tau_{ij}] \), and \( \tau_i \) is the minimal positive number satisfying

\[ \min_{j=1,2} \left\{ \tau_i \mid \cos([(-b_j + \delta_j)\tau_i] = \left[ a_i^2 - b_i^2 - b_i(-b_j + \delta_j)e^{-2a_i\tau_i}\right]/\left(a_i^2 + b_i^2\right) \right\}, \]

where \( \delta_1 = \sqrt{a_i^2 + e^{4a_i\tau_i}a_j^2 + e^{4a_i\tau_i}b_j^2} \) and \( \delta_2 = -\delta_1 \). In addition, the maximum control effort using (11b) is equal to that using (11a). In particular, we can get that \( \max_{i,j=0} |u_i(t)| = \max_{i,j=0} |u_j(0)| \).

**Proof:** For the first statement, note that system (10) using (11b) can be written in matrix form as

\[ \dot{\xi}(t) = -L\xi(t) - L\xi(t - \tau). \]  

(13)

By applying the Laplace transform to both sides of (13), it follows that

\[ (sI_n + L + e^{-s\tau}L)\xi(s) = \xi(0). \]

Thus the closed-loop poles of system (10) using (11b) satisfy

\[ \det[(sI_n + (1 + e^{-s\tau})L)] = 0. \]

Noting that \( \lambda_i \) is the \( i \)-th eigenvalue of \( L \), it follows that the closed-loop poles of system (10) using (11b) satisfy

\[ s + (1 + e^{-s\tau})\lambda_i = 0, \quad i = 1, 2, \ldots, n. \]  

(14)

Because \( \lambda_1 = 0 \), it follows from (14) that \( s = 0 \). Because \( -a_i < 0, i = 2, \ldots, n, \) by letting \( -\lambda_i \) play the role of \( a + jb \) in (4), it follows that the closed-loop poles of (14) corresponding to \( -\lambda_i, i = 2, \ldots, n \), are always in the open left-half plane if \( \tau \in (0, \tau^*), \) \( i = 2, \ldots, n \). Noting that the eigenvector associated with \( s = 0 \) is \( 1_n \), it then follows that (10) using control (11b) achieves consensus if \( \tau \) is chosen satisfying \( \tau \in (0, \tau^*) \).

For the second statement, if \( \tau \in (0, \tau^*), \) where \( \tau^* \leq \tau, i = 2, \ldots, n, \) the closed-loop poles of (14) corresponding to \( -\lambda_i, i = 2, \ldots, n \) are always on the left-hand side of \( -\lambda_i \). It follows that if \( \tau \in (0, \tau^*) \) system (10) using control (11b) achieve consensus with a faster convergence speed than that using (11a).

For the third statement, the proof of the maximum control effort is similar to that of Lemma 3.4 in Cao and Ren (2009) by noting that \( e^{-2a_i\tau} \) is also a (row) stochastic matrix if \( L \) is associated with a directed graph (Ren and Beard 2005).

**Remark 2:** Note that the distribution of the eigenvalues of a nonsymmetric Laplacian matrix associated with a directed graph is related to the number of agents in the directed graph (Agaev and Chebotarev 2005). In particular, \( (-\frac{\pi}{2}, \frac{\pi}{2}) \) \( \arg(\lambda_i) \in (-\frac{\pi}{2}, \frac{\pi}{2}) \), \( i = 1, 2, \ldots, n. \). If the number of agents in the communication graph is less than 4, \( \arg(\lambda_i) \in (-\frac{\pi}{2}, \frac{\pi}{2}) \) is satisfied. However, if the number of agents is equal to or more than 4, we should first check the eigenvalues of the corresponding Laplacian matrix to ensure that they satisfy \( \arg(\lambda_i) \in (-\frac{\pi}{2}, \frac{\pi}{2}) \). In contrast to the directed graph case, all eigenvalues of the Laplacian matrix associated with an undirected graph are real numbers, thus satisfying \( \arg(\lambda_i) \in (-\frac{\pi}{2}, \frac{\pi}{2}) \). Therefore, when the fixed graph is undirected, there always exists \( \tau^* \) such that for arbitrary number of agents, system (10) using
control (11b) can achieve consensus with a faster convergence speed than that using (11a) when \( t \in (0, \tau) \).

**Remark 3:** The proposed consensus algorithm using both the current and outdated states can achieve a faster convergence speed than the standard one without increasing the maximal control effort. The tradeoff is that each agent needs more memory room to store the outdated states from its neighbours over a past period of time. The time period is generally small and adjustable. In real applications, it is sufficient to store the outdated states at a certain frequency over a small period of time. Because memory chips become cheaper and more cost-efficient, the proposed consensus algorithm using both the current and outdated states provides an option to applications where the convergence speed plays a more important role than the available memory room.

**Remark 4:** Note that here the bound for \( \tau \) depends on the global information, that is, the eigenvalues of the Laplacian matrix. In this article, we assume that the bound can be computed offline before running the algorithm. In fact, it is quite common that the bounds of the control parameters depend on the eigenvalues of the Laplacian matrix in the current literature on distributed control (see e.g. Ren, Beard, and Atkins 2007; Ren and Atkins 2007). However, the distributed nature of the algorithm lies in the fact that each agent only interacts with its neighbours to reach consensus. How to obtain the eigenvalues of the Laplacian matrix (and hence the bound for \( \tau \)) in a distributed manner is still an open challenging question that deserves further investigation.

### 3.3 Multi-agent consensus with both the current and outdated states under dynamic directed graphs

In this section, we extend the result in Section 3.2 to the case of dynamic interaction. In this case, (11a) and (11b) can be rewritten as

\[
\begin{align*}
& u_i(t) = -2 \sum_{j=1}^{n} a_{ij}(t) \left[ e_j(t) - e_i(t) \right] \\
& u_i(t) = -\sum_{j=1}^{n} a_{ij}(t) \left[ e_j(t) - e_i(t) \right] + \left[ e_i(t) - e_j(t) - e_i(t - \tau) - e_j(t - \tau) \right]
\end{align*}
\]

where \( a_{ij}(t) \) is time-varying. Here, we apply the dwell time to the continuous-time algorithms (11a) and (11b), which means that the communication graphs are constrained to switch only at discrete-time instants, i.e., \( L(t) \) is piecewise constant. Assume that the communication graph remains constant for \( t \in [\eta_k, \eta_{k+1}), k = 0, 1, \ldots \) and switches at \( t = \eta_k, k = 0, 1, \ldots \), where \( \eta_k > \eta_{k-1} \). Here, we also assume that \( \eta_{k+1} - \eta_k > \tau, k = 0, 1, \ldots \). Define \( \varepsilon_i(t) = \varepsilon_i(t - \tau) \) for \( t \in [\eta_k, \eta_{k+1}) \). It has been shown in Ren and Beard (2005) that if the directed graph has a directed spanning tree at every time interval, system (10) using (15a) can achieve consensus. For system (10) using (15b), we have the following result.

**Theorem 3.3:** Let \( G[k] \in \mathcal{G} \) be a switching communication graph at time \( t = \eta_k, k = 0, 1, \ldots \). Assume that the set of directed graphs that have a directed spanning tree. Assume that there exist a function candidate \( V(\xi(\tau_k)) = \max_j \varepsilon_j(\tau_k) - \min_j \varepsilon_j(\tau_k) \) with respect to the desired equilibrium set \( \{\varepsilon_1 = \cdots = \varepsilon_n\} \) and \( \xi(t) \) is defined as (12). We next show that \( V(\xi(\tau_{k+1})) < V(\xi(\eta_k)) \) for \( k = 0, 1, \ldots \). Considering the time interval \( t \in [\eta_k, \eta_{k+1}) \), we separate this interval into two parts \( [\eta_k, \eta_{k+1}) \). For \( t \in [\eta_k, \eta_{k+1}) \), we define a continuous function \( V(\xi(t)) = \max_i \varepsilon_i(t) - \min_i \varepsilon_i(t) \). Because system (10) using (15b) is the same as that using (15a) for \( t \in [\eta_k, \eta_{k+1}) \), we can obtain that \( V(\xi(\eta_{k+1})) > V(\xi(\eta_k)) \) using a similar analysis to that in Moreau (2004a). In the proof of Lemma 3.4 in Cao and Ren (2009), it is easy to verify that \( \|\xi(t)\|_\infty \leq \|\xi(\eta_{k+1})\|_\infty \) for \( t \in [\eta_k, \eta_{k+1}) \), which implies that

\[
\max_i \varepsilon_i(\eta_{k+1}) = \lim_{t \to \eta_{k+1}} \max_i \varepsilon_i(t) \leq \max_i \varepsilon_i(\eta_{k+1})
\]

Similarly, we can also get that

\[
\min_i \varepsilon_i(\eta_{k+1}) = \lim_{t \to \eta_{k+1}} \min_i \varepsilon_i(t) \geq \min_i \varepsilon_i(\eta_{k+1})
\]

Thus, it follows that \( V(\xi(\eta_{k+1})) > V(\xi(\eta_k)) \) for \( k = 0, 1, \ldots \). Combining the previous arguments shows that \( V(\xi(\eta_k)) \geq V(\xi(\eta_{k+1})) \). Noting that \( V(\xi(\eta_k)) = V(\xi(\eta_{k+1})) \) and \( V(\xi(\eta_{k+1})) = V(\xi(\eta_{k+2})) \), it follows that \( V(\xi(\eta_k)) \geq V(\xi(\eta_{k+1})) \), \( \forall k = 0, 1, \ldots \) Therefore, it follows that \( V(\xi(\eta_k)) \to 0 \) as \( k \to \infty \), which means that consensus is achieved.

For the convergence speed, when \( t \in [\eta_k, \eta_{k+1}) \), \( k = 0, 1, \ldots \), by following a similar analysis to that in Theorem 3.2, the convergence speed using (15b) is faster than that using (15a). Thus, based on the continuity of the state along time, system (10) using (15b)
can achieve consensus with a faster convergence speed than that using (15a).

\[ \square \]

4. Discrete-time case

In this section, we study a discrete-time consensus algorithm with both the current and outdated states. We first discuss the stability and convergence condition in the single-agent case and then extend the single-agent case to the multi-agent case.

4.1 Single-agent case

The discrete-time case of (1) can be written as

\[ \frac{\phi(k+1) - \phi(k)}{T} = u(k), \quad (16) \]

where \( k \) is the discrete-time index, \( T \) is the sampling period, \( \phi(k) = \phi(kT) \), and \( u(k) = u(kT) \). We study two different algorithms using, respectively, only the current state and both the current and outdated states as

\[ u(k) = -2\alpha\phi(k) \quad \text{(17a)} \]

\[ u(k) = -\alpha\phi(k) - \alpha\phi(k-N), \quad (17b) \]

where \( \phi(k-N) \) is the outdated state with \( N>0 \) characterising how old the state is. We assume that \( \phi(k-N) := \phi(k) \) when \( 0 \leq k < N \). Using (17a) for system (16), we can get that \( \phi(k+1) = (1 - 2\alpha T)\phi(k) \). When \( |1 - 2\alpha T| < 1 \), i.e. \( 0 < \alpha T < 1 \), system (16) using (17a) is stable. Moreover, the convergence speed is determined by \( |1 - 2\alpha T| \). For system (16) using (17b), we have the following result.

**Lemma 4.1:** When \( 0 < \alpha T < 1 \), system (16) using (17b) is always stable, \( \forall N > 0 \).

**Proof:** Using (17b), (16) can be written in matrix form as

\[ \Phi(k+1) = P\Phi(k), \]

where \( \Phi(k) = [\phi(k), \ldots, \phi(k-N)]^T \in \mathbb{R}^{N+1} \), and

\[ P = \begin{bmatrix} 1 - \alpha T & 0 & \cdots & -\alpha T \\ 1 & 0 & \cdots & 0 \\ 0 & \ddots & \ddots & \ddots \\ \vdots & & 0 & 0 \\ 0 & & & 1 \end{bmatrix}. \quad (18) \]

We next show that all eigenvalues of \( P \) are within the unit circle if \( 0 < \alpha T < 1 \). Note that the characteristic polynomial of \( P \) is given by \( \det(\mu I_{N+1} - P) = 0 \), which is equal to

\[ \mu^{N+1} - (1 - \alpha T)\mu^N + \alpha T = 0. \quad (19) \]

Based on the Gershgorin disc theorem (Horn and Johnson 1985), if \( 0 < \alpha T < 1 \), the eigenvalues \( \mu \) of \( P \) must be within or on the unit circle. We next prove that the eigenvalues of \( P \) cannot be on the unit circle by contradiction. Substituting \( \mu = e^{\theta} \) into characteristic polynomial (19), we get that

\[ e^{(N+1)\theta} - (1 - \alpha T)e^{N\theta} + \alpha T = 0. \quad (20) \]

By separating the real and imaginary parts of (20), we can obtain

\[ \cos((N+1)\theta) - (1 - \alpha T)\cos(N\theta) + \alpha T = 0, \quad (21a) \]

\[ \sin((N+1)\theta) - (1 - \alpha T)\sin(N\theta) = 0. \quad (21b) \]

By combining (21a) and (21b), after some manipulations, we can obtain \( \cos(N\theta) = -1 \), which implies \( N\theta = (2p+1)\pi \), \( p \in \mathbb{Z} \), where \( \mathbb{Z} \) denotes the integer set. Substituting \( \cos(N\theta) = -1 \) into (21a) gives that \( \cos(N+1)\theta = -1 \), which implies that \( (N+1)\theta = (2q+1)\pi \), \( q \in \mathbb{Z} \). Then we can get that \( \theta = 2(p-q)\pi \), which implies that \( \cos(N\theta) = 0 \). This contradicts the fact that \( \cos(N\theta) = -1 \). Thus all eigenvalues of \( P \) are within the unit circle, which implies that system (16) using (17b) is stable if \( 0 < \alpha T < 1 \).

**Lemma 4.2:** For any positive integer number \( N \), there always exists \( \sigma \) such that when \( \alpha T \in (0, \sigma) \), system (16) using (17b) has a faster convergence speed than that using (17a), where \( \sigma \) is the minimum positive number satisfying

\[ (1 - 2\sigma)^{N+1} \sin(N+1)\theta = (1 - \sigma)(1 - 2\sigma)^N \sin(N\theta), \quad (22) \]

where \( \theta \) is given by

\[ \frac{1}{N} \arccos \left[ \frac{(1 - 2\sigma)^N(3\sigma^2 - 2\sigma) - \sigma^2}{2\sigma(1 - \sigma)(1 - 2\sigma)^N} \right]. \quad (23) \]

**Proof:** First, we show the existence of \( \sigma \) for any \( N \). Denote \( \rho := 1 - 2\alpha T \) as the eigenvalue of system (16) using (17a). We can obtain that \( \rho|_{\alpha T = 0} = 1 \) and \( \frac{d\rho}{d(\alpha T)}|_{\alpha T = 0} = -2 \). When \( \alpha T = 0 \), system (16) using (17b) has exactly one eigenvalue equal to 1 and \( N \) zero eigenvalues. Then differentiating (19) with respect to \( \alpha T \) gives

\[ (N+1)\mu^N \frac{d\mu}{d(\alpha T)} - (1 - \alpha T)N\mu^{N-1} \frac{d\mu}{d(\alpha T)} + \mu^N + 1 = 0. \quad (24) \]

It follows that \( \frac{d\mu}{d(\alpha T)}|_{\alpha T = 0, \mu = 1} = -2 \), which is equal to \( \frac{d\rho}{d(\alpha T)}|_{\alpha T = 0, \rho = 1} \). We next compare \( \frac{d\rho}{d(\alpha T)}|_{\alpha T = 0} \) with \( \frac{d^2\rho}{d^2(\alpha T)}|_{\alpha T = 0, \rho = 1} \). Note that \( \frac{d^2\rho}{d^2(\alpha T)}|_{\alpha T = 0} = 0 \).
Differentiating (24) with respect to $\alpha T$ gives that

$$(N + 1)N\mu^{N-1}\left(\frac{d\mu}{d(\alpha T)}\right)^2 + (N + 1)\mu^{N-1}\frac{d^2\mu}{d(\alpha T)} + N\mu^{N-1}$$

$$\times \left(\frac{d\mu}{d(\alpha T)}\right)^2 - (1 - \alpha T)N(N - 1)\mu^{N-2}\left(\frac{d\mu}{d(\alpha T)}\right)^2$$

$$- (1 - \alpha T)N\mu^{N-1}\frac{d^2\mu}{d^2(\alpha T)} + N\mu^{N-1}\frac{d\mu}{d(\alpha T)} = 0. \tag{25}$$

It follows that $\frac{d\mu}{d(\alpha T)}|_{T=0,\mu=1} = -4N < 0$, which implies that $\frac{d\mu}{d(\alpha T)}|_{T=0,\mu=1} < \frac{d\rho}{d(\alpha T)}|_{T=0}$. Based on the continuity of $\rho$ and $\mu$ with respect to $\alpha T$, there always exists a positive $\sigma$ such that when $\alpha T \in (0, \sigma)$, all eigenvalues of $P$ have modules smaller than $|1 - 2\alpha T|$, which implies that system (16) using (17b) has a faster convergence speed than that using (17a).

Next, we show how to obtain $\sigma$. We know that as $\alpha T$ increases from 0 continuously, $\sigma$ can be obtained when $|\mu|$ first approaches $(1 - 2\alpha T)$. Letting $\mu = (1 - 2\alpha T)^k\phi$, it follows that (19) can be written as the following two equations when considering the real and imaginary parts separately:

$$(1 - 2\sigma)^{N+1}\cos(N + 1)\theta - (1 - \sigma)(1 - 2\sigma)^N \cos(N\theta) + \sigma = 0,$$

$$(1 - 2\sigma)^{N+1}\sin(N + 1)\theta - (1 - \sigma)(1 - 2\sigma)^N \sin(N\theta) = 0.$$

Combining the above two equations, after some manipulations, we can obtain (23). Thus $\sigma$ is the minimum positive number satisfying (22), where $\theta$ is given in (23). \hfill \square

**Remark 5:** If we let $N = 1$, it is easy to verify that system (16) using (17b) has a faster convergence than that using (17a) if $0 < \alpha T < \frac{1}{2}$. 

### 4.2 Multi-agent case

In this section, we extend the single-agent case in Section 4.1 to the multi-agent case. For a multi-agent system with discrete-time single-integrator kinematics given by

$$\frac{\zeta_i(k+1) - \zeta_i(k)}{T} = u_i(k), \quad i = 1, 2, \ldots, n, \tag{26}$$

where $k$ is the discrete-time index, $T$ is the sampling period, $\zeta_i(k) = \zeta_i(kT)$ and $u_i(k) = u_i(kT)$, we study the consensus algorithms using, respectively, only the current states and both the current and outdated states as

$$u_i(k) = -2\sum_{j=1}^{n} a_{ij}[\zeta_i(k) - \zeta_j(k)], \tag{27a}$$

$$u_i(k) = -\sum_{j=1}^{n} a_{ij}[\zeta_i(k) - \zeta_j(k)]$$

where $a_{ij}$ is the $(i, j)$-th entry of the adjacency matrix $A$ associated with an undirected graph $G$, and $\zeta_i(k-N)$ is the outdated state with $N > 0$ characterising how old the state is. We here assume that $\zeta_i(k-N) := \zeta_i(k)$ when $0 \leq k < N$. We rewrite system (26) using (27a) and system (26) using (27b) in matrix forms as

$$\chi(k + 1) = (I_n - 2T\mathcal{L})\chi(k), \tag{28a}$$

$$\chi(k + 1) = (I_n - T\mathcal{L})\chi(k) - T\mathcal{L}\chi(k - N), \tag{28b}$$

where $\chi(k) = [\zeta_1(k), \zeta_2(k), \ldots, \zeta_n(k)]^T$, $I_n$ denotes the $n \times n$ identity matrix, and $\mathcal{L}$ is the Laplacian matrix associated with $A$.

Let $\lambda_i, \ i = 1, 2, \ldots, n$, be the eigenvalues of $\mathcal{L}$. When the undirected graph $G$ is connected, we know that $\mathcal{L}$ has a simple zero eigenvalue and all other eigenvalues are positive (Agaev and Chebotarev 2000). Without loss of generality, we label $\lambda_i$ as $0 = \lambda_1 < \lambda_2 \leq \cdots \leq \lambda_n$. Let $\rho_i$ denote the $i$-th eigenvalue of $(I - 2T\mathcal{L})$. Note that $\rho_1 = 1 - 2T\lambda_1$. When $\lambda_1 = 0$, $\rho_1 = 1$. Also note $(I - 2T\mathcal{L})I_n = I_n$ from the fact that $\mathcal{L}I_n = 0$. When $T < \frac{1}{\rho_1}$, it follows that $|\rho_i| < 1, \ i = 2, \ldots, n$. Therefore, (28a) achieves consensus if $T < \frac{1}{\rho_1}$.

Note that (28b) can be rewritten as

$$\Gamma(k + 1) = FT\Gamma(k), \tag{29}$$

where $\Gamma(k) = [\chi(k), \chi(k), \ldots, \chi(k-N)] \in \mathbb{R}^{n(N+1) \times 1}$ and $F \in \mathbb{R}^{n(N+1) \times n(N+1)}$ is given by

$$F = \begin{pmatrix}
I_n & -T\mathcal{L} & 0 & \cdots & 0 \\
0 & I_n & 0 & \cdots & 0 \\
\vdots & 0 & \ddots & \ddots & 0 \\
0 & 0 & \cdots & 0 & I_n
\end{pmatrix}.$$ 

We next study the stability and the convergence speed of system (26) using (27b).

**Theorem 4.3:** For any positive integer $N$, system (26) using (27b) achieves consensus if $T < \frac{1}{\rho_1}$. Moreover, there always exists $T^*$ such that when $T \in (0, T^*)$, system (26) using (27b) has a faster convergence speed than that using (27a), where $T^* = \min_{i=2, 3, \ldots, n} \{T_i\}$ and $T_i$ is the
minimum positive number satisfying (22) with \( \lambda, T \), replacing \( \sigma \) in (22) and (23). The maximum control effort using (27b) is equal to that using (27a). In particular, we can get that \( \max_k \max_{k \geq 0} |u_k(0)| = \max_k |u_k(0)| \).

**Proof:** Because \( \mathcal{L} \) is a symmetrical matrix, it follows that \( \mathcal{L} \) can be written as \( \mathcal{L} := M^T \Lambda M \), where \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n) \). Then \( F \) can be transformed to \( F' \), where \( F' \) becomes

\[
F' = MF M^T = \begin{pmatrix}
I_n - T\Lambda & 0 & \ldots & 0 & -T\Lambda \\
0 & I_n & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & I_n & 0
\end{pmatrix}.
\]

where

\[
M = \begin{pmatrix}
M & 0 & \ldots & 0 \\
0 & M & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & M
\end{pmatrix}.
\]

Thus the eigenvalues of \( F' \), denoted by \( \mu_i \), satisfy

\[
\mu_i^{N+1} - (1 - T\lambda_i)\mu_i^N + T\lambda_i = 0.
\]

Note that each eigenvalue of \( \mathcal{L} \), \( \lambda_i \), corresponds to \( N+1 \) eigenvalues of \( F' \), denoted as \( \mu_{i_j} \), \( j = 1, 2, \ldots, N+1 \), for \( i = 1, 2, \ldots, n \).

When \( \lambda_i = 0 \), \( \lambda_1 = 1 \) and \( \lambda_j = 0, j = 2, \ldots, N+1 \). Therefore, \( F \) has one eigenvalue equal to one with a corresponding eigenvector \( I_{(N+1)} \). Based on the analysis in Lemma 4.1, if \( 0 < \lambda_i, T < 1 \), \( i = 2, \ldots, n \), all eigenvalues \( |\mu_i| < 1, j = 1, \ldots, N+1 \). Therefore, system (29) achieves consensus if \( T < \frac{1}{\lambda_1} \).

For the convergence speed, by replacing \( \sigma \) with \( \lambda_i T \), \( i = 2, 3, \ldots, n \) in Lemma 4.2, when \( T^* \leq T_i \), it follows that \( |\mu_i| < |1 - 2T\lambda_i| \), \( \forall i = 1, 2, \ldots, N+1 \), for each \( i = 2, 3, \ldots, n \), where \( 1 - 2T\lambda_i \), \( i = 2, \ldots, n \), are the corresponding eigenvalues of (28a). Therefore, it follows that system (26) using (27b) can achieve a faster convergence speed than that using (27a) when \( T \in (0, T^*) \).

For the maximum control effort, we rewrite (27a) in matrix form as \( U(k) = -2\mathcal{L}X(k) \) and \( U(0) = -2\mathcal{L}X(0) \), where \( X(k) = [u_1(k), \ldots, u_n(k)] \in \mathbb{R}^n \). It follows from (28a) that \( X(k) = (I - 2T\mathcal{L})^k X(0) \).

Therefore, we can obtain that \( U(k) = (I - 2T\mathcal{L})^k U(0) \) from the fact that \( \mathcal{L}(I - 2T\mathcal{L}) = (I - 2T\mathcal{L})\mathcal{L} \). It then follows that \( \|U(k)\|_\infty \leq (\|I - 2T\mathcal{L}\|_\infty)^k \|U(0)\|_\infty = \|U(0)\|_\infty \) by noting that \( (I - 2T\mathcal{L})^k \) is a (row) stochastic matrix. Thus the maximum control effort using (27a) is \( \max_k |u_k(0)| \). For (28b), when \( 0 < k < N \), (27b) is identical to (27a). Thus we know that \( \|U(k)\|_\infty \leq \|U(0)\|_\infty \) for \( 0 \leq k < N \). When \( k = N \), \( \|U(k)\|_\infty \leq \|U(0)\|_\infty \) by following a similar analysis to that in the proof of Lemma 3.4 in Cao and Ren (2009). Therefore, we know that \( \|U(k)\|_\infty \leq \|U(0)\|_\infty \) for \( k > N \). In summary, we have that \( \|U(k)\|_\infty \leq \|U(0)\|_\infty \) for \( k \geq 0 \) and the maximal control effort using (27b) is \( \max_k |u_k(0)| \). Combining the previous arguments shows that the maximum control effort using (27b) is equal to that using (27a). In particular, we get that \( \max_k \max_{k \geq 0} |u_k(0)| = \max_k |u_k(0)| \).

**Remark 6:** Similar to the continuous-time case, the proposed discrete-time consensus algorithm using both the current and outdated states requires more memory room to store the outdated states.

**Remark 7:** Note that the algorithm proposed in this section actually extends the accelerated algorithm proposed in Ghosh et al. (1998) from the case where the time-delayed information must be exactly the last sample before the current one to the case where the time-delayed information can be arbitrarily outdated.

### 5. Simulation

In this section, we compare the consensus algorithms using both the current and outdated states with the standard ones in both the continuous-time and discrete-time settings. For control (11a) and control (11b), we choose \( \tau = 0.2 \) s and

\[
\mathcal{L} = \begin{pmatrix}
2 & -1 & -1 & 0 & 0 & 0 \\
-1 & 1 & 0 & 0 & 0 & 0 \\
-1 & 0 & 2 & -1 & 0 & 0 \\
0 & 0 & -1 & 1 & 0 & 0 \\
-1 & -1 & -1 & 3 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 1
\end{pmatrix}.
\]

Figures 1 and 2 show the convergence results and control efforts of system (10) using, respectively, (11a) and (11b) while Table 1 shows the convergence time using (11a) and (11b). We can see that the convergence speed of multi-agent consensus with both the current and outdated states is improved if \( \tau \) is chosen properly under a directed fixed communication graph. Also, the
maximum control effort for the consensus algorithm using both the current and outdated states is identical to that for the standard one.

In the case of dynamic directed interaction, we choose $\tau = 0.2$ s. We assume that $L(t)$ switches among $\{L_1, L_2, L_3, L_4\}$, where

$$L_1 = \begin{pmatrix} 2 & -1 & -1 & 0 & 0 & 0 \\ -1 & 1 & 0 & 0 & 0 & 0 \\ -1 & 0 & 2 & -1 & 0 & 0 \\ 0 & 0 & -1 & 1 & 0 & 0 \\ 0 & -1 & -1 & -1 & 3 & 0 \\ 0 & 0 & 0 & 0 & -1 & 1 \\ \end{pmatrix}$$

$$L_2 = \begin{pmatrix} 3 & -1.5 & -1.5 & 0 & 0 & 0 \\ -2 & 2 & 0 & 0 & 0 & 0 \\ -1.5 & 0 & 4 & -1 & 0 & -1.5 \\ 0 & -1 & 0 & 1 & 0 & 0 \\ 0 & -1 & -1.5 & 0 & 3 & -0.5 \\ 0 & 0 & 0 & -1 & 1 & 0 \\ \end{pmatrix}$$

$$L_3 = \begin{pmatrix} 4 & -4 & 0 & 0 & 0 & 0 \\ -1 & 2 & 0 & -1 & 0 & 0 \\ -1 & 0 & 3 & -1 & 0 & -1 \\ 0 & 0 & -1 & 2 & -1 & 0 \\ 0 & -1 & 0 & 0 & 1.5 & -0.5 \\ 0 & 0 & -1 & -1 & 0 & 2 \\ \end{pmatrix}$$

$$L_4 = \begin{pmatrix} 3 & -1 & 0 & 0 & -2 & 0 \\ -1 & 1.5 & 0 & 0 & -0.5 & 0 \\ -1.5 & 0 & 2 & 0 & -0.5 & 0 \\ 0 & 0 & 0 & 1 & 0 & -1 \\ 0 & -0.5 & -1.5 & 0 & 2 & 0 \\ 0 & -1 & -1 & -1 & 0 & 1 \end{pmatrix}$$

at time instants $\eta_i = 0.5i/s$, $i=1,2,\ldots$. Figures 3 and 4 show the convergence results and control efforts of
system (10) using, respectively, (15a) and (15b) under dynamic directed interaction while Table 2 shows the convergence time using (15a) and (15b). Similar to the fixed communication graph case, the convergence speed of multi-agent consensus with both the current and outdated states is improved if $\tau$ is chosen properly.

In the discrete-time setting, for system (26) using (27a) and (27b), we choose $T = 0.05 \text{ s}$, $N = 4$ and $L = \begin{pmatrix} 2 & -1 & -1 & 0 & 0 & 0 \\ -1 & 1 & 0 & 0 & 0 & 0 \\ -1 & 0 & 3 & -1 & -1 & 0 \\ 0 & 0 & -1 & 2 & -1 & 0 \\ 0 & 0 & -1 & -1 & 3 & -1 \\ 0 & 0 & 0 & 0 & 0 & -1 \end{pmatrix}$.

Figures 5 and 6 show the convergence results and control efforts of system (26) using (27a) and (27b), while Table 3 shows the convergence time using (27a) and (27b). We can see that the convergence speed of discrete-time multi-agent consensus with both the current and outdated states is improved if $T$ and $N$

are chosen properly under an undirected fixed communication graph. Also, the maximum control effort for the consensus algorithm with both the current and outdated states is identical to that for the standard one.

### Table 2. Convergence time comparison in the continuous-time case under dynamic directed interaction.

<table>
<thead>
<tr>
<th>System (10) using (15a)</th>
<th>2.26 s</th>
<th>2.87 s</th>
</tr>
</thead>
<tbody>
<tr>
<td>System (10) using (15b)</td>
<td>2.19 s</td>
<td>2.62 s</td>
</tr>
<tr>
<td>Convergence time</td>
<td>3</td>
<td>8.7</td>
</tr>
</tbody>
</table>

### Table 3. Convergence time comparison in the discrete-time case.

<table>
<thead>
<tr>
<th>System (26) using (27a)</th>
<th>5.91 s</th>
<th>6.46 s</th>
</tr>
</thead>
<tbody>
<tr>
<td>System (26) using (27b)</td>
<td>4.91 s</td>
<td>5.41 s</td>
</tr>
<tr>
<td>Convergence time</td>
<td>16.2</td>
<td>16.3</td>
</tr>
</tbody>
</table>
6. Concluding remarks and future work

This article studied consensus algorithms using both the current and outdated states for continuous-time and discrete-time multi-agent systems. In the continuous-time case, we showed that the algorithm with both the current and outdated states can achieve a faster convergence speed than that using the standard one under the directed fixed or dynamic communication graphs. Unlike the undirected graph, the distribution of eigenvalues of the Laplacian matrix associated with a directed graph will play an important role for the algorithm with both the current and outdated states under directed communication graphs. In the discrete-time case, the algorithm with both the current and outdated states was shown to achieve consensus with a faster convergence speed than that using the standard one if the sampling period and the outdated state information are chosen properly under the undirected fixed communication graphs. Simulation results supported the effectiveness of the algorithms. One interesting future direction is the robustness analysis of the proposed consensus algorithms with both the current and outdated states in the presence of real information delays. Another interesting future direction is the study of consensus with information reuse under nonlinear couplings. Of course, in the case of nonlinear couplings, the analysis tools and the definition of the convergence speed used in this article are no longer valid. We expect that a Lyaupunov approach combined with a more general definition of the convergence speed might be promising.
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