Abstract—In this paper, we conduct a data-driven experimental analysis on a single-phase-to-neutral fault at a distribution grid in Riverside, CA using data from five distribution level phasor measurement units, a.k.a, Micro-PMUs. Of particular interest is to extract the time-line during the fault. With the high resolution, precision, and time synchronization of the data from Micro-PMUs, the hypothesis about optimal operation of protection devices during each period of the fault time-line is examined, followed by exploring the success of coordination between lateral fuse and main feeder recloser. Also, this paper studies the transient effect of fault on the load-level as well as feeder-level. In addition, the response of inverter based resources to fault, specifically to islanding, is observed and the miscoordination between anti-islanding protection of PV inverters and the feeder recloser is deduced. Finally, the effect of the fault on outlying area feeder-level and customer-level is investigated. This paper takes a first step in using micro-PMU data to conducting a detailed analysis, an autopsy, of how different voltage levels are affected by fault switching events in distribution systems.
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I. INTRODUCTION

Most service interruptions and power quality issues are nowadays initiated due to some sort of fault at distribution grid. Of course, it is impossible in practice to entirely prevent such faults, in particular, those that occur by natural causes or physical accidents. Therefore, utilities must be prepared to rather mitigate the fault impact. This can be done by first crystallizing weakness points; and then by modifying the control and protection parameters to reduce the impact.

In the context of distribution systems, the faults are generally categorized based on the interruption duration, including permanent faults and momentary faults. Statistically speaking, about 80% of all faults that occur at distribution level are temporary in nature [1]. Recloser deployment is an efficient protection scheme against temporary faults [2]. Commonly, reclosers are expected to operate in coordination with lateral fuses to minimize the number of affected customers.

For example, consider a fault occurrence in downstream of a lateral fuse. On one hand, the recloser is set to trip before the minimum melting time of the fuse. On the other hand, the maximum clearing time of the fuse must be smaller than the last delayed trip of recloser, i.e., the lock-out status. Therefore, if the fault is momentary, then all customers experience a momentary interruption with no blown fuse. If the fault is permanent, then the customers in downstream of the faulted lateral fuse experience permanent interruption while the rest of the customers experience only a momentary interruption.

Several efforts have been conducted in the literature to detect fuse-recloser miscoordination as well as to improve their coordination [3]–[5]. Apart from the level of effectiveness of these various methods, there is still a lack of analysis based on experimental data from real-life fault events in order to check and confirm the optimal operation of protection devices during fault time-line. Such experimental analysis has been traditionally a very difficult task due to the difficulty in cross-examining the extremely fast events that occur at different locations of the distribution system during a fault event.

Examining the effects of fault and protection coordination becomes even a more far-reaching task in active distribution feeders, i.e., distribution systems that are connected to distributed energy resources (DERs) and distributed generators (DGs). This is a true real-world challenge. For example, the capacity of the installed solar generation units in the US increased by 28% in one year from 2014 to 2015 [6]. In addition to harvesting power from photovoltaic (PV) farms, there is an increase in the penetration of customer-owned behind-the-meter PV panels in recent years [7], [8].

The response of such high penetration level of PV generation units to momentary and permanent faults is yet to be understood by electric utilities. Moreover, the feeder protection settings must now be coordinated also with PV inverter protection system, which adds yet another degree of complexity to an already complex protection system coordination problem. For instance, transient overvoltage occurs when a behind-the-meter PV generation unit continues to feed into an isolated feeder that is affected by a permanent fault [9].

In [10], effective anti-islanding protection schemes are proposed for PV inverters in faulted feeders. However, the optimal operation of inverter protection schemes is yet to be investigated in practice to check for any potential miscoordination between feeder protection devices and inverter protection system during permanent and momentary interruptions.

This paper proposes a novel data-driven experimental analysis on a single-phase-to-neutral fault to identify the operation of protection devices in fast-time scale. Data from five Micro-
PMUs on a real-life distribution and sub-transmission network is analyzed with the focus on an animal-caused fault on one feeder. We aim to identify the fault time-line using feeder-level as well as customer-level Micro-PMUs. In this regard, any potential fuse-recloser miscoordination could be detected using experimental data. In addition, the under-study network includes several PV resources. Thus, the response of the PV resources to the fault is also investigated to explore any miscoordination between feeder protection scheme and inverter protection systems, i.e., its built-in anti-islanding schemes. Finally, we investigate the effect of the fault on outlying areas covering feeder-level and customer-level impacts.

II. PROBLEM STATEMENT

This study investigates the impact of faults on a power distribution system, in steady state as well as transient conditions, utilizing a real-life distribution network in Riverside, CA. The analysis is based on true measurements and verified field information from utility reports and crew interviews.

The single line diagram of the under-study grid is shown in Fig. 1. The network is operated by Riverside Public Utilities (RPU) [11]. The point of common coupling between the transmission system and the under-study sub-transmission and distribution network is marked as Substation A, see Fig. 1. In total, the under-study sub-transmission network includes 15 substations, 69 kV and 33 kV. Of interest in this paper is Substation B and to a lesser extend Substation C. Two distribution feeders in downstream of Substation B as well as one feeder in downstream of Substation C are included in this study, marked by Feeders I, II, and III in Fig. 1.

Feeder I and Feeder II are active distribution feeders, each hosting one 100 kW behind-the-meter PV generation unit, with balanced three-phase inverters. Also, Substation C is interconnected with a 7.5 MW investor-owned behind-the-meter PV farm comprising 25,000 solar panels. The solar generated power is fed into the local distribution grid.

The entire sub-transmission grid of the under-study network is monitored by RPU through a supervisory control and data acquisition (SCADA) system [12]. The default minutely reporting rate of the SCADA system is not sufficient to establish the detailed time-line for the fault event. Fault indicators could be utilized to indicate the presence of a fault, but not the details that are required for evaluating the protection system. The SCADA system could be reconfigured to one reading per-second during a fault, but this additionally would not still be enough to analyze the millisecond nature of the fault events.

Fortunately, RPU is one of few pioneer utilities that has already deployed distribution-level PMUs, a.k.a. Micro-PMUs. The RPU network is equipped with five Micro-PMUs, one at the secondary of a 69 kV to 12.47 kV transformer at Substation B feeding Feeder I, two at the commercial customer locations with the 100 kW PV units at Feeders I and II, one at the secondary of a 69 kV to 12.47 kV transformer at Substation C feeding Feeder III, and one at the point of common coupling of the 7.5 MW PV farm located on Feeder III, see Fig. 1.

Noted that, the last two Micro-PMUs, i.e., Micro-PMU 4 and Micro-PMU 5 are in an outlying area from Micro-PMU 1 and 2, which are close to the fault location of interest. Also, despite Feeders I and II being connected to Substation B, they are electrically isolated at this substation. Accordingly, to some extent, we can assume that Micro-PMU 3 too is in an outlying area from Micro-PMU 1 and 2, but it is affected through a different equivalent circuit than Micro-PMUs 4 and 5. In addition to the SCADA system and the installed Micro-PMUs, the two customer-owned behind-the-meter PV panels are monitored by meters with one sample every minute.

The installed Micro-PMUs report four fundamental measurements on three phases, i.e., in total, there are 13 measurement channels: voltage magnitude, voltage phase angle, current magnitude, and current phase angle, with the sampling rate of 120 Hz, i.e., one sample every 8.333 msec. The 13th channel is GPS Lock, utilized to determine if the sensor has established a satellite lock to ensure precise time synchronization. Several studies have recently been conducted by means of Micro-PMU data, see [13]–[17]. As a novel application of Micro-PMU data, we hypothesize that, this high sampling rate, together with direct access to time synchronized voltage and current phasor data at different locations, could allow us study fault event in details within a data-driven framework.

We are interested in answering the following questions with respect to fault events at power distribution systems:

1) What is the time-line of the fault?
2) Is there any miscoordination between lateral fuses and feeder recloser that is revealed during the fault?
3) What are the effects of fault on PVs and other DERs?
4) Is there any miscoordination between the PV and DER inverter protection system and the main feeder recloser?
5) What is the effect of the fault on outlying resources?

The focus in this paper is the fault occurrence in Feeder I, on a day in November 2016. The fault occurred around noon. The location of the fault is highlighted in Fig. 1, which is close to (almost 0.3 mile away from) Substation B. Utility crews reported that a blown fuse is founded in phase B of the lateral as well as a diseased bird on pole. With the knowledge on the cause for the fault obtained from the outage report, as well as the data collected by Micro-PMUs and inverter meters, the fault event will be studied in details in this paper within a data-driven framework to answer the above questions.

III. FAULT TIME-LINE ANALYSIS

According to the utility outage report, the fault was on phase B and caused by a bird crash. Now, let us look at the recorded voltage and current magnitudes on all phases on Micro-PMU 1 and Micro-PMU 2 that are located at the upstream and the downstream of fault location, as shown in Fig. 2. We can make the following immediate observations from this figure:

1) There exist drastic instantaneous changes in voltage magnitude and current magnitude across all three phases. This contradicts our expectation based on the utility outage report that the fault was only on Phase B;

Fig. 2. Three phase voltage magnitude and current magnitude during fault time-line: (a) and (b) Micro-PMU 1, (c) and (d) Micro-PMU 2.

2) The transient in voltage magnitude and current magnitude can be divided into four perceptible periods;
3) The changes in voltage and current magnitudes are not the same on the upstream versus downstream of the fault.
4) While the voltage magnitude and current magnitude at Micro-PMU 2 drop to zero and stay at zero for almost 95 msec, the voltage magnitude at Micro-PMU 1 almost remains at its nominal level, i.e., around 7200 volts. Therefore, it is clear that there is more room to investigate beyond what the utility field crew included in their fault report.
Following the second item above, next, we investigate each of the four identified stages that comprise the fault time-line.

A. Stage I

The first stage starts at time $t_{\text{fault}}$ and lasts for almost 40 milliseconds, till $t_{\text{trip}}$. During this period, it is assumed that there exists a single phase to neutral fault on phase B, as highlighted in Fig. 1. As it can be seen from Fig. 2, voltage on phase B drops at Substation B by 70%. The amount of such drop depends on fault location and fault resistance. We can see that the deviations in customer voltage on phase B more or less follow those of the substation voltage, see Fig. 2(c). During this period, substation injects fault current on phase B; consequently substation current increases on phase B to almost 1400 A. The hypothesis of a fault existing in phase B is verified by these observations. Note that, fluctuations in current magnitude of Micro-PMU 2 will be studied in the next section with the focus on the effect of fault on PV units.

Another interesting observation during the first stage is the low-magnitude deviation in voltage on phases A and C due to fault occurrence on phase B, see Fig. 3. Based on this figure, the magnitude of voltage on phase B decreases as expected. However, there exist deviations in magnitude of phases A and C, due to changing the neutral of the three-phase system. Note that, the phase-to-neutral fault current with specific fault resistance leads to changing the three-phase neutral.

B. Stage II

At $t_{\text{trip}}$, recloser sends the trip command to the circuit breaker, because the fault current exceeds the recloser instantaneous pick-up current. Thus, it is concluded that during the
second stage, the transient is caused by the operation of circuit breaker, which lasts about 50 milliseconds to completely isolate Feeder I from Substation B, at \( t_{\text{open}} \). To the extent of our knowledge, the circuit breaker of Feeder I is a three-phase switch, thus all phases are affected during this period.

\[ \text{Stage III} \]

During the third stage, Feeder I is isolated from the rest of network. Thus, Micro-PMU 1 reports the grid-side measurements and Micro-PMU 2 reports the measurements on the isolated feeder. As expected, on one hand, the three-phase voltage of Micro-PMU 1 increases to its nominal voltage during this period. On the other hand, the voltage at customerside drops to zero in this period, since the feeder is isolated by circuit breaker. Also, the customer-side current is zero during this period. All customers in Feeder I must have similarly experienced a momentary outage during this period.

During the third period, the equivalent circuit from Micro-PMU 1 is for the most part the same as an opened RLC circuit. Based on the circuit analysis, when the RLC circuit is opened, its current oscillates around zero with specific damping. As it can be seen from Fig. 2(b), the current of Micro-PMU 1 gradually decreases to zero. Note that the gradual reduction could also be due to the Micro-PMUs internal low pass filters. Also, three-phase current angle in the corresponding period fluctuates about 180 degrees, see Fig. 4. These two observations on the substation current magnitude and the fluctuations in current angle explain the presence of current oscillation in form of the one in an open-circuit RLC circuit. A similar conclusion can be made from the active and reactive power oscillations at substation, as shown in Fig. 5.

\[ \text{Stage IV} \]

At \( t_{\text{reclose}} \), the first shot of recloser is finished and the feeder is reconnected to substation. The fourth stage starts from \( t_{\text{reclose}} \) to \( t_{\text{ss}} \), where \( t_{\text{ss}} \) is around the beginning time of the post-fault steady-state. During this period, all loads on this feeder, except for the loads on the downstream of the blown fuse, are reconnected to the grid. This causes a disturbance in substation voltage and current magnitudes, see Fig. 2(a) and (b). For instance, the surge current of turning-on the loads in phase C is about six time greater than the pre-fault current. Also, there exists a three-phase surge current in customer-level, i.e., Micro-PMU 2, due to reconnecting the load after reclosing.

Interestingly, but expectedly, some power quality sensitive loads are reconnected with some delay. This issue is better understood by looking at the per-phase steady-state pre-fault and post-fault active and reactive power of Feeder I, which is read by Micro-PMU 1, as in Fig. 6. We can see that, after reclosing, some of the sensitive loads are still disconnected. The reduction in active and reactive power of phase B is more than phase A and C, which verifies that the customers fed by phase B in faulted zone are isolated by blown fuse.

We also examined the coordination between lateral fuses and feeder recloser to detect any possible miscoordination. In practice, the recloser in instantaneous mode must recognize momentary faults, and operate faster than lateral fuses [5]. This clearly was the case in this real-world fault event. However, as we will discuss in Section IV, there might be a fuserecloser miscoordination caused by the additional fault current supplied by DERs in active networks. In general, the coordination between recloser and lateral fuse in active feeders depends on fault type, fault location, generation level of DER, etc.

\[ \text{IV. Responses of PV Resources to Fault} \]

This section aims to study the impact of fault occurrence on grid connected PV generation. The faulted feeder, i.e., Feeder I, includes 100 kW behind-the-meter PV generation. There was no reverse power flow from PV bus back to the feeder before the fault occurrence. The dash-lines in Fig. 7
show the three-phase current magnitude and angle of Micro-PMU 2 at \( t_{\text{fault}} \). Before the fault occurrence, the PV bus loads are served partially by the PV unit, and the rest by the main grid. After fault occurrence, however, the current of phase B rotates approximately 180 degrees, and increases in magnitude, see the solid-line in Fig. 7, which means that during Stage I of the fault, the current phase angle reverses its polarity. Based on the current magnitude and phase angle, we can conclude that after fault occurrence, phase B of the PV generation injects power to the fault location. However, Phase A and C of PV generation still injects power to the nearby loads with low-deviation in magnitude and phase.

In practice, almost all grid-tied inverters have a built-in anti-islanding protection scheme to stop feeding power back to the grid during interruption on the side of the feeder. Accordingly, at \( t_{\text{open}} \) the anti-islanding protection system of PV inverter detects feeder isolation due to recloser tripping, and disconnects itself from the feeder. This hypothesis is justified in Fig. 8. Based on this figure, at \( t_{\text{pre-fault}} \) the PV derives 8.11 kW, 9.21 kW, and 5.31 kW from the grid and the rest of power is supported by PV panels. Whereas, after fault occurrence and recloser operation, the PV panel is still disconnected and the entire loads should be grid fed. According, the active power measured by Micro-PMU 2 decreases to pre-fault value, see Fig. 8. This observation also can be made from Inverter Meter 1, where the output power of PV drops to zero at 12:20 PM and lasts for about 6 minutes, as shown and marked by ellipse in Fig. 9. Based on this observation, there exists a miscoordination between anti-islanding protection scheme of inverter and feeder recloser. Despite the permanent fault, the PV bus experiences a momentary fault and after \( t_{\text{reclosing}} \), the fault is cleared by the blown lateral fuse.

Also, the fault causes unusual disturbances on outlying PV units, located on Feeder II and III. However, based on the data of Micro-PMU 3 and 5 as well as Inverter Meter 2 (not shown here), there was no interruption in PV generation output.

### V. Fault Effect on Outlying Area

This section briefly investigates the effect of fault on outlying areas, at both customer-level and feeder-level. As mentioned before, though Feeder I and II are fed from the same substation, they are electrically isolated in substation. Therefore, we can treat the data from Micro-PMU 3 as customer-level measurements in an outlying area. Furthermore, there are also two micro-PMUs, i.e., Micro-PMU 4 and 5, that are physically located tens of miles away from the...
faulted feeder. They too report the effect of fault in additional outlying areas. The three-phase voltage magnitude of these three outlying Micro-PMUs are depicted in Fig. 10.

Based on Fig. 10(a), the fluctuation in voltage magnitude of Micro-PMU 3 during the first stage of the event is similar to the fluctuations observed by Micro-PMUs 1 and 2, see Fig. 2(a) and (c). The reason behind this observation is that the fault affects the voltage of common point of Micro-PMU 2 and 3. Thus Micro-PMU 3 follows the same voltage signature from the common point, of course, with lower deviation from nominal voltage compared to Micro-PMUs 1 and 2.

From Figs. 10(a) and (b), the voltage magnitude deviations in Micro-PMUs 4 and 5 have different signatures compared to those of Micro-PMUs 1, 2, and 3. The accurate justification for these differences would require additional detailed information on the rest of the system, including the exact grid topology, the type and locations of phase shifters, transformer windings, and voltage regulators between Feeder I and III.

VI. CONCLUSIONS AND FUTURE WORK

A data-driven experimental fault analysis is presented to identify fault time-line in fast-time scales at a real-life distribution and sub-transmission system in Riverside, CA, based on synchronized measurements from five Micro-PMUs. First, the exact time-line of the fault is extracted, followed by discussions on each stage of the time-line. Second, the optimal operation of protective devices during each stage of the time-line is examined. Of particular interest was to investigate the fuse-recloser coordination based on the experimental data from real-life system. Third, the transient response of PV resources to fault, specially during islanding mode, was studied. Our analysis showed a miscoordination between recloser and anti-islanding protection system of the PV unit. Finally, the effect of fault on outlying areas was investigated. It was observed that the outlying areas experienced major power-quality disturbance; the transient of deviations depends on grid parameters.

The results in this paper can be extended in several directions. First, the methodology that is used in this analysis can be repeated to other fault events on the understudy distribution and sub-transmission system. This will allow creating a database for similar autopsy results for a variety of fault occurrences. Second, while the methodology that is used in this paper is mostly intuitive and manual; in future, one can extend the analysis to perform similar data extractions, such as in terms of identifying the different stages of the fault, in an automated fashion using proper algorithms.
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