Towards Sparse Modeling of Multi-Object Interactions in Video

A Dissertation submitted in partial satisfaction of the requirements for the degree of

Doctor of Philosophy

in

Electrical Engineering

by

Yingying Zhu

December 2014

Dissertation Committee:

Dr. Amit K. Roy-Chowdhury, Chairperson
Dr. Ertem Tuncel
Dr. Wei Ren
The Dissertation of Yingying Zhu is approved:

________________________________________________________________________

________________________________________________________________________

Committee Chairperson

University of California, Riverside
Acknowledgments

Foremost, I would like to thank my supervisor Dr. Amit K. Roy-Chowdhury for sharing his knowledge, giving me the freedom to take a diverse set of courses, constantly trying to improve my research work and pushing me to work hard. I would like to thank my other dissertation committee members Dr. Wei Ren, and Dr. Ertem Tuncel for their help and advice during my pursuit of a Ph.D. degree at UCR. I am deeply grateful for the time and energy you have spent on the dissemination of knowledge.

I would also like to thank all the people who helped me during my studies at UCR, including Dr. Stefano Lonardi, Dr. Eamonn Keogh, and Dr. Anastasios Mourikis, Dr. Mathew Barth and all the members in the Video Computing Group. I would like to thank Dr. Bi Song, Shu Zhang, Nandita Nayak, Elliot Staudt, Ramya Malur Srinivasan, Mahmudul Hasan, Dr. Ahmed Tashrif Kamal and Dr. Chong Ding for valuable discussions and cooperation in research.

I would like to extend my thanks to the Bourns College of Engineering, University of California, Riverside, for their generous support. I would like to thank the National Science Foundation and for their grant NSF grant (IIS-0712253 and IIS-1316934), ONR grant (N00014-12-1-1026) and Mayachitra Inc. for their DARPA STTR award (W31P4Q-11-C0042), to Dr. Amit K. Roy-Chowdhury, which partially supported my research.

Finally and most importantly, I would like to thank my mother and father for giving me life. I would like to thank my mother for taking care of me and my younger sister so well. I would like to thank my husband for never giving up on me. You all give me the reason to live a strong life.

**Acknowledgment of previously published, accepted or submitted materials:** The text of this dissertation, in part or in full, is a reprint of the material as appears in previously published, accepted and submitted papers which are listed below. The co-author Dr. Amit K.
Roy-Chowdhury, directed and supervised the research which forms the basis for this dissertation.


In this dissertation, we develop intelligent methodologies for the modeling and recognition of activities in continuous videos. Videos usually consist of activities involving interactions between multiple actors. Recognition of such activities requires modeling the spatio-temporal relationships between the actors and their individual variabilities. We propose the generalized framework of “String-of-Feature-Graph” that implicitly quantifies the spatial and temporal relationships between interacting objects through modeling spatio-temporal relationships between local motion features. Furthermore, activities related in space and time rarely occur independently and can serve as the context for each other. Thus, rather than modeling only feature-level context, we also implicitly or explicitly model the contextual relationships between activities. Specifically, we utilize probabilistic graphical models, in a max-margin framework, to jointly model and recognize related activities in space and time using motion and various context features within and between actions and activities. We call these models context-aware graphical models.

When such models are discriminatively trained, redundant features that are highly correlated with each other are usually used. Sparse features are likely to be preferred in such situations because: 1) when model features are sparse, it would be more efficient and effective to
estimate the parameters; 2) intrinsic and contextual attributes as well as association rules of inter-
dependent objects are usually sparse. Thus, we develop a sparse modeling framework, building
upon the proposed context-aware graphical models and group $l_1$-regularization, to enhance the
efficiency and accuracy for activity recognition. The proposed framework is general enough to
work for the recognition of any type of inter-dependent visual objects, such as visual activities
and image objects.

In real activity recognition applications, not all types of activities are known to us or
exist in the training examples. Approaches that aim to detect the abnormal activities which are
different from the known or training activities in certain aspect are in need. As an extension of
the proposed context-aware models for activity recognition, we further work on the detection
of anomalous activities. We define three types of anomalous activities with abnormal motion
and/or context behaviors. With the learned context-aware graphical model from normal activ-
ities, we utilize statistical inference methods for the detection of anomalous activities whose
motion and context patterns deviate from the learned patterns. Our studies advance computer
vision through demonstrated benefits of using the proposed approaches over the state-of-the-art
works.
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Chapter 1

Introduction

Activity recognition, which grants intelligent systems the ability to sense and analyze what the targeted agents are doing, is an essential task in the field of computer vision and pattern recognition. The applications of visual-based activity recognition are broad as in video indexing systems, surveillance systems, human computer interaction systems and intelligent driving-assistant systems, etc.. Along with the development of machine learning techniques as well as the increasing computational power of intelligent systems, there has been a surge of interest in automatic activity recognition in videos. Activity recognition has been widely studied, but most of the literature has concentrated on relatively simple activities as evidenced in the KTH or Wiezmann datasets [120]. Given the early success of Bag-of-Word (BOW) methods for action classification, the community continue to address the problem of structured localization and recognition of complex human activities.

It has been demonstrated in [80] that context is significant in human visual systems. Videos usually consist of activities involving interactions between multiple actors. Thus, in Chapter 2, we propose the generalized framework of “String-of-Feature-Graph” that implicitly quantifies the spatial and temporal relationships between interacting objects through modeling...
spatio-temporal relationships between local motion features. The framework can be used for both activity-based video retrieval and activity-based video classification. It works without the need for a large number of training examples and allows matching a short query sequence to a large database through sub-graph and sub-sequence matching.

However, SFG approach is time consuming for both activity querying and activity classification, especially when the training dataset is large. In other words, it is not scalable to large video datasets. Furthermore, the SFG approach does not model the higher-level interactions, which are semantically meaningful to humans. In the tasks of activity recognition in continuous videos, instances to be recognized rarely happen independently and the interdependence between different kinds of instances and their surroundings usually follow certain patterns. Thus, jointly modeling and recognizing related visual objects is expected to improve the recognition accuracy [22, 140]. We call such kinds of activity recognition approaches as context-aware pattern recognition.

Graphical models such as And-Or graph, Conditional Random Field (CRF) and Hidden CRF (HCRF) are frequently used for context-aware pattern recognition tasks, such as image object recognition and activity recognition [22, 104, 107, 119, 126, 130, 140]. These context-aware graphical models have been demonstrated to perform well in the recognition of interdependent image objects by introducing mid-level features or object attributes, as well as exploring the inter-relationships between different image objects [22].

However, developing robust graphical models for activity recognition is more challenging. Previous works on context-aware graphical models for activity recognition focus on the modeling of individual group activities or a sequence of simple activities such as actions [104, 107, 119, 126, 130]. Few work address the problem of jointly modeling and recognition of more complex activities, such as multi-object interactions, in continuous videos. In Chapter 3, we develop several context-aware graphical models that model and recognize activities in
videos jointly, exploring motion and various context features within and between activities.

The problem of activity recognition in continuous videos requires two main tasks: to detect motion regions and to label these detected motion regions. The detection and labeling problems can be solved simultaneously as proposed in [76] or separately as proposed in [138, 140]. For the latter, candidate action or activity regions are usually detected before the labeling task. Simply using sliding window methods for the spatio-temporal localization of an activity may lead to low accuracy in activity localization and further reduce the recognition accuracy. Instead, we introduce the concept of action segment as the element of activities, which can be easily obtained by using fixed-length temporal window or using more sophisticated motion segmentation algorithms. With these localized action segments, the problem of activity recognition is then converted to a problem of labeling, that is, to assign each action segment with an optimum activity label. Then, graphical models with activity labels of these action segments as the elementary variables are built for the labeling problem.

When these graphical models are discriminatively trained, redundant features that are highly correlated with each other are usually used. Thus sparse features are likely to be preferred in such situations. On the other hand, in order to achieve high activity recognition performance, the accurate recognition of other visual objects, such as image objects, is of equal importance to the recognition of activities themselves. In Chapter 4, we formulate a general framework of sparse modeling for the recognition of inter-dependent visual objects, especially image objects and activities, in videos. This sparse modeling approach automatically learns the optimum graphical model with both sparse features as well as a sparse structure for the particular recognition task at hand.

For many visual recognition tasks, including activity recognition/classification, not all instances to be recognized are of known classes or exist in the training dataset. Anomaly detection is a critical issue for such tasks. As an extension of the developed context-aware graphical
models, we address the problem of anomalous activity detection in Chapter 5. Different from previous works that utilize only motion features of individual actions/activities, we also take into account the abnormality of context features within activities as well as the inter-relationships between them for the detection of anomalous activities.

1.1 Related Works

In this section, we briefly review the works related to the approaches developed in this dissertation. For a more complete survey in activity recognition, please refer to [121].

1.1.1 Recognition of Complex Activity

Complex activities usually involve multiple persons interacting with each other or with other objects like buildings and vehicles. The literature on complex activity modeling and recognition can be classified into three categories: graphical, syntactic, and logical approaches [74, 120].

Dynamic Bayesian networks (DBNs), which encode complex conditional dependencies between a set of random variables, is a representative graphical model used for complex activities [38]. The inference method on a CRF-based model proposed in [58, 59] searches through the graphical structure, in order to find the one that maximizes the potential function. Though this inference method is computationally less intensive than exhaustive search, it is still time consuming. As an alternative, greedy search has been used for inference in object recognition [22].

Motivated by grammars in language modeling, syntactic approaches specify how activities can be constructed from action primitives, and use these rules as grammars for visual activity recognition [45, 89].
Logic-based methods form logical rules to express common-sense knowledge to describe activities; for example, [116] represented each logical rule as first-order logic formula. All these approaches rely on either tracking body parts [38, 89], or object detection [38, 116], or atomic action/primitive event recognition [45, 116].

Often, there are not enough training videos available for learning complex human activities; thus, recognizing activities based on just a single video example is of high interest. An approach for creating a large number of semi-artificial training videos from an original activity video was presented in [93]. A self-similarity descriptor that correlates local patches was proposed in [103]. A generalization of [103] was presented in [101], where space-time local steering kernels were used. These methods require a sliding window through time and space.

Switched dynamical systems have been proposed to compute discrete switches between models in environments which exhibit continuous dynamics and discrete model changes. The authors in [85] cast a switched dynamical system as a Dynamical Bayesian network with applications in human motion analysis. A space dependent Markov chain was used to model the switches between models in [73]. A consensus between multiple classifiers for recognition has been proposed in [52]. These approaches utilize a common feature set and the different classifiers are based on a common framework. In the part of our work that deals with adaptive feature selection, we propose switching between models that utilize different features.

1.1.2 Exploring Context for Activity Recognition

Many existing works exploring context focus on interactions among features, objects and actions [2, 130, 42, 108, 124], environmental conditions such as spatial locations of certain activities in the scene [69], and temporal relationships between activities [71, 110]. Spatio-temporal feature based approaches, like [23], hold more promise since no tracking is assumed.
The statistics of these features are then used in recognition schemes [77]. However, as these approaches are built upon the statistics of extracted local features, spatial and long-term temporal correlations are often ignored.

Few approaches have looked at integrating multiple features for activity recognition. Most of these approaches aim at using different features for a hierarchical analysis of activities. The authors in [25] have shown that both low resolution and high resolution features are needed for the understanding of human actions and interactions. An integrated framework for the recognition of objects and activities using multiple features has been demonstrated in [69]. A combination of space-time cuboids and vocabulary of spin images is used for single person activity recognition in [67]. Few approaches like [25] compute features at multiple resolutions and integrate them. Alternatively, choosing between multiple features is another possible approach.

However, Spatio-temporal constraints across activities in a wide-area scene are rarely considered. The work in [13] models the video as a time-string of frame-wide feature histograms. It does bring the temporal aspect into picture; however the spatial structure information gets lost in the histogram representation. In [32], spatio-temporal relationships are considered by modeling activities as “strings of motion words”. However, this method is limited to the availability of the tracks of objects involved. A matching kernel using “correlograms” was presented in [98], which looked at the spatio-temporal proximity among features. A recent work [90] proposed a match function to compare spatio-temporal relationships in the features by using temporal and spatial predicates. By considering the statistics of these relationships, the benefits of spatio-temporal modeling were demonstrated. The number of training videos needed to be large enough to represent the dataset.

Graphical models are commonly used to encode relationships in video analysis. In [31], variable length Markov models were used to learn qualitative spatio-temporal relations relevant to object interactions in the scene. A Dynamic Bayesian network was used to model
the temporal evolution in two person activities in [84]. A grid based belief propagation method was used for pose estimation in [63]. Stochastic and context free grammars have been used to model complex activities in [89]. Co-occurring activities and their dependencies have been studied using Dependent Dirichlet Process - Hidden Markov Models (DDP-HMMs) in [55]. Graphical models usually require a good amount of training data.

Motion segmentation and action recognition are done simultaneously in [76]. The proposed algorithm models the temporal order of actions while ignoring the spatial relationships between actions. The work in [110] models a complex activity by a variable-duration hidden Markov model on equal-length temporal segments. It decomposes a complex activity into sequential actions, which are the context of each other. However, it considers only the temporal relationships, while ignoring the spatial relationships between actions. AND-OR graph [3, 39, 104] is a powerful tool for activity representation. It has been used for multi-scale analysis of human activities in [3], \(\alpha, \beta, \gamma\) procedures were defined for a bottom-up cost sensitive inference of low-level action detection. However, the learning and inference processes of AND-OR graphs become more complex as the graph grows large and more and more activities are learned. In [58, 59], a structural model is proposed to learn both feature level and action level interactions of group members. This method labels each image with a group activity label. How to smooth the labeling results along time is a problem and is not addressed in the paper. Also, these methods aim to recognize group activities and are not suitable in our scenario where activities cannot be considered as the parts of larger activities.

In [10], complex activities are represented as spatiotemporal graphs representing multi-scale video segments and their hierarchical relationships. Existing higher-order models [53, 54, 57, 134] propose the use of higher order potentials that encourage the smoothness of variables within cliques of the graph. Higher-order graphical models have been frequently used in image segmentation, object recognition, etc. However, few works exist in the field of activity recog-
nition. We propose a novel method that explicitly models the action and activity level motion and context patterns with a Hierarchical-CRF model and use them in the inference stage for recognition.

The problem of simultaneous tracking and activity recognition was addressed in [18, 49]. In these works, tracking and action/activity recognition are expected to benefit each other through an iterative process that maximizes a decomposable potential function which consists of tracking potentials and action/activity potentials. However, only collective activities are considered in [18, 49], in which the individual persons of interest have a common goal in terms of activity. Our proposed graphical models address the general problem of activity recognition, when individual persons in the scene may conduct heterogeneous activities.

1.1.3 Sparse Modeling for Visual Recognition

Finally, we review related works on sparse modeling for object recognition, as well as activity recognition, where context is frequently explored. Despite various approaches of context modeling for object and activity recognition, few of the existing works address the optimum selection of sparse contextual features as well as the sparse graph structures. Subset selection and shrinkage methods are two usually ways for sparse modeling or feature selection. Various types of convex relaxation, particularly $l_1$-regularization, have proven to be very effective for sparse modeling. There have been many works using element-wise $l_1$-regularization for sparse modeling in visual pattern recognition, where the low-level features are usually predefined to us. These works includes face recognition [66, 136], image classification [68, 123, 128] and action/activity recognition [122]. However, few existing works explore inter-relationships between instances to be recognized for visual-based pattern recognition tasks.

[37] introduced $l_1$-regularized class-specific dictionaries to enhance the discriminative power of the learned dictionaries. In [11], the proposed action model incorporated the
inter-relationships in the feature level between action classes to improve the classification performance by applying $l_1$-regularized dictionary learning sequentially to learn the sparse representation of actions, as well as the sparse correlations between action classes with respect to their low-level features. However, the action model ignored the high-level inter-relationships between action classes, such as spatial and temporal relationships between action/activity classes. These existing works addressed the problem of feature selection using element-wise $l_1$-regularization and did not consider the relations between different features. Thus they are very different from our problem where contextual features are naturally grouped together.

Group Lasso has been applied in logistic regression [70] to enable the group sparsity of model parameters in logistic regression. This penalty can achieve group level variable selection and is group-wise invariant to orthogonal transformation like ridge regression [70]. In [30, 105], element-wise $l_1$-penalty within parameter groups is introduced to enforce element-wise sparsity within each parameter group. Group Lasso or sparse group lasso can be considered as a group $l_1$-penalty with element-wise $l_2$ or $l_1$ penalty within each parameter group, respectively. Our work is closely related to Group Lasso.

In [28], the mixture regression with element-wise $l_1$ regularization and pairwise $\infty$ regularization was proposed to achieve group sparse representation for visual analysis. The automatically grouped sparse features represents multi-edge connections between images to be annotated. Least square regression with group $l_1$-regularization was used in [133] for the learning of sparse image annotations. These works used $l_1$-regularization for feature selection of individual object classes without exploring the higher-level inter-relationships between the objects to be recognized or classified.
1.1.4 Anomalous Activity Recognition

Methods on the detection of anomalous activities can be divided into two categories: low-level anomaly detection and high-level anomaly detection. Approaches on low-level anomaly detection identify local spatio-temporal regions that probably contain anomalous patterns of low-level features, before high-level analysis such as object tracking and activity classification is done [6][97][125]. Some other works of this category represent activities as local spatio-temporal regions. Abnormal activities are discovered by modeling the dominant motion patterns of these local regions. In [96], a probabilistic framework was developed to detect local anomalies that have infrequent patterns with respect to their neighbors. In [19], the authors proposed an online algorithm to incrementally learn a sparse dictionary of motion features of normal instances. Spatial-temporal blocks whose motion features cannot be reconstructed sparsely from the learned dictionary were identified as anomalies.

Several works have looked at the problem on high-level anomaly detection. These approaches usually identify semantically meaningful activities while detecting anomalies. In [40] activities were represented as bags of event n-grams. Disjunctive sub-classes of an activity class were discovered automatically. An information-theoretic method was used to explain the detected anomalies. In [88][41] activities were represented by Suffix Trees over multiple temporal scales which efficiently extract structure of activities by analyzing their constituent sub-events. An linear-time algorithm was proposed to detect anomalous subsequences of activities which are inconsistent with the learned Suffix Trees. In [48], attribute grammars were built to describe constraints on attributes and syntactic structure of normal events. Events which do not follow the syntax of the learned grammars or whose attributes do not satisfy these constraints were detected as anomalies. Many other works [95][46] were based on trajectories of moving objects in videos. Dominant trajectory clusters were identified and modeled as normal while trajectories
which do not fit into the learned models were detected as anomalies. Although these approaches work well in identifying global anomalous activities whose characteristics can be determined by underlying object trajectories, they are not robust for activities involving abnormal local motions, e.g., “person gesturing”.

1.2 Main Contribution

In this dissertation, we focus on the modeling and recognition of activities in continuous videos, exploring various motion and contextual features. The main contribution includes four aspects.

(i) We propose the generalized SFG framework as in [36, 139] for the modeling and recognition of activities in videos, exploring the contextual information among low-level motion features. A dynamic switching scheme is proposed to adaptively choose the optimum type of motion features for activity recognition, which reduces the computational complexity while does not offset the recognition accuracy.

(ii) We propose three graphical models - structural model [140], higher-order CRF [142] and hierarchical-CRF [141] - to explore higher-level context within and between activities for the modeling and recognition of activities in videos.

(iii) We work on the recognition of more general visual objects that are inter-dependent of each other, such as activities in videos and objects on images, exploring the context within individual object and/or inter-dependence between objects. Specifically, by introducing group $l_1$-regularization for the feature selection on existing context-aware graphical models, we propose a framework of sparse modeling for the recognition of potentially inter-dependent visual
objects to select the optimal set of features, *as well as* the optimal sparse graph structure of the models.

(iv) Different from previous works on anomalous activity detection, which focus on the detection of activities with unknown motion attributes, we consider also anomalous activities that exhibit abnormal contextual attributes as in [138]. Based on types of abnormal attribute an anomalous activity has, we define three kinds of anomalous activities - point anomaly, contextual anomaly and collective anomaly. With the learned context-aware activity model, we how it can be used for the detection of anomalous activities of these three kinds.

### 1.3 Outline

The rest of the dissertation is organized as follows. In Chapter 2, we present the generalized “String-of-feature” framework, which models an activity and/or an activity sequence as a string of feature graphs and adaptively selects the optimum features for activity recognition, according to simple motion observations, in order to enhance the recognition accuracy while saving computational resource. In chapter 3, we first show how Struct-SVM can be modified for activity recognition. Then, we describe three graphical models for activity modeling and recognition - structural model [140], higher-order CRF [142] and hierarchical-CRF [141]. In Chapter 4, we propose a framework for the detection of anomalous activities in videos, considering both motion and contextual behaviors. In chapter 5, we analyze why sparse modeling is beneficial for many visual recognition tasks. A sparse modeling approach for the recognition of visual object is proposed for feature selection of both intra- and inter-object features, resulting a sparse model that is sparse in both feature level and structural level. Its applications in activity recognition and object recognition are explored in the experiments. Finally, we conclude the
dissertation in Chapter 6 with the discussion of the future work.
Chapter 2

Feature-level Contextual Modeling - SFG

2.1 Introduction

The dynamical interactions between objects in a scene can be described using the following characterization: kinesics of individual objects (e.g., walking, running), temporal aspects (e.g., standing in a line), proximics or spatial relationship between objects (e.g., approaching), and haptics, (e.g., shaking hands, exchanging) [4]. Most work in activity recognition has concentrated on analyzing only one of these aspects (predominantly kinesics) as evidenced by the popular activity datasets like KTH [100] and Weizmann [35]. Most video analysis based applications such as surveillance, sports video analysis, content-based search, etc. require effective approaches for modeling and recognition of far more complex activities than these datasets.

Recognition of complex activities requires understanding of spatio-temporal relationships between different objects, in addition to individual variability, cluttered background, viewpoint changes, and other environment induced conditions. Modeling all these parameters proves
to be a challenging task. In this work, we focus primarily on modeling and recognition of complex activities that involve multiple interacting objects - people and vehicles (see Fig. 2.1 for examples).

The main challenge that needs to be overcome is to develop a generalized representation of the video that respects the spatio-temporal ordering of local features at different resolution levels, ranging from local image interest points to trajectories of individual objects. To achieve this goal, we build abstract graphs upon features. The spatio-temporal representations combined with graph-based spectral matching techniques provide a powerful framework to model complex activities in video, and an efficient computational strategy is applied to estimate the similarities between them. Our framework is motivated by success of time sequence analysis approaches in speech recognition, but modified in order to capture the spatio-temporal properties of individual actions, the interactions between objects, and speed of activity execution.

2.1.1 Overview of Proposed Framework

2.1.1.1 Feature Descriptor

A video can be thought of as a spatio-temporal collection of primitive features (e.g. STIP features or track features). In order to handle the execution speed and motion variations
of activities, we divide the video into small temporal bins. Each bin consists of a graphical structure representing the spatial arrangement of the local low-level features (see Fig. 2.2), which is called a feature graph. Since activities in the video evolve along time, it is natural to represent the video as a “string of feature graphs” (SFGs). Thus the query/training video becomes a string of such graphs, while a test video is also a string of graphs, albeit of a possibly higher complexity.

Then, the problem is, how to match these two strings of graphs. This is cast as a combination of sub-graph matching and time sequence alignment (see Fig. 2.3). The local feature collections are first matched in a graph-theoretic manner, thereby preserving the spatio-temporal relationships between features.

The final match score between the query and test video is a dynamic programming based temporal alignment score between their corresponding SFGs, thus compensating for differences in speed of execution. By combining local spatial matching with global temporal alignment, we are able to match videos while respecting their spatio-temporal structure of local features. This gives us the ability to recognize activities that involve interactions between multiple objects like people getting into/getting out of a vehicle, following, dispersing, and so on. Our graph matching scheme supports partial matching, i.e., given query examples, similar actions in a testing video can be retrieved even if the testing video contains multiple actions happening simultaneously.

The proposed framework for SFG-based modeling of activities can be implemented using any features which obey spatio-temporal ordering, such as STIP features, cuboid features, or track features. In this model, we use the STIP features and track features to demonstrate the effectiveness of the framework. The STIP-based SFG method can be thought of as a generalization of the scheme in [90] where the spatio-temporal relationships were modeled using
Figure 2.2: Activity modeling: Local features are computed from the video and grouped together to form feature collections. Temporally ordered strings of these local feature collections is termed as “string of feature-graphs” (SFGs).

a collection of rules. Our proposed framework allows a more general structure on the video and does not need to recognize body parts, unlike [83, 89], or primitive activities [45, 116]. Additionally, our feature model tackles action recognition in the two modalities (classification- and query-based). The model is not intrinsically tied to any classification mechanism hence enabling its use in scenarios such as query-based retrieval, i.e. recognition with only a single (or very few) example video(s) of the activity in question. This is a highly desired feature since obtaining multiple training examples for increasingly complex activities is often difficult. We show experimental results on three relatively complex datasets namely the UT-Interaction dataset [92], VIRAT dataset [79] and UCR VideoWeb activity dataset[21]. All these datasets comprise of multiple interactive activities in realistic settings with clutter and changing backgrounds.

2.1.1.2 Adaptive Feature Selection

One of the desired properties of the proposed SFG modeling is adaptive feature selection. Natural videos contain activities of different kinds, some of which are very localized
Figure 2.3: (Left) Local feature-graphs are matched using the graph-based spectral technique in Section 3.1. (Right) The feature-graph matching scores thus generated are used in DTW matching of the two videos, which are represented by strings of feature graphs, to account for difference in speed and execution.

(e.g., people shaking hands) while others evolve over wider space-time spans (e.g., two people approaching). The analysis of such “local” and “global” activities requires different kinds of features. For example, the global activity of people approaching can be understood based on the tracks of the individuals (low-resolution features), whereas their handshaking requires more detailed information (higher resolution features). Most existing methods in activity recognition focus only on one level of video resolution and describe features that are relevant only for that scenario [74, 120]. A few papers do combine multiple resolutions in describing features for activity recognition [25, 15]. However, they compute features at multiple resolution over each activity segment and integrate them. Our perspective in this work is to develop a switching system that adaptively selects between different feature types, using only one kind of feature in each time segment. This not only allows us to analyze a variety of activities in natural videos, but also does so in a computationally efficient manner.

Consider the example in Fig. 2.4. The first frame shows a person approaching a vehicle. This can be modeled and recognized using just a single track for the person (assuming
Figure 2.4: Representative frames of global and local activities recognized in this work. The first frame shows a person approaching a vehicle (global activity). Low resolution motion features are suitable for recognition of such actions. The second frame shows a person loading a trunk. This is a local activity which can be recognized by examining high resolution motion features in the region marked in red (showed in the third frame).

that people and vehicles can be detected). However, this is not enough to understand what the person is doing near the vehicle. Higher resolution features are necessary at this stage. This can be done if we can design a system that will automatically switch to a different class of features. It requires developing schemes that will determine the optimum feature describing the right level of motion details and automatically switch between these multi-resolution features. Switching systems, which have been studied widely [109], provide an excellent mechanism to achieve this. Integrated with the SFG modeling of activity, the switching scheme also provides significant computational benefits. Higher resolution features, like those required to recognize person loading an object to a vehicle, are computationally more expensive to extract and analyze than low-resolution trajectories of individuals. The switching scheme allows for varying computational loads depending upon the analysis requirement.

2.1.2 Contributions of Present Work

This chapter makes the following contributions. It proposes a string-based feature representation of activities, the SFG, that respects the spatio-temporal ordering in the scene. It shows how image-based and track-based features can be used in the SFG. It also proposes a
switching scheme to automatically choose between the different features, thus reducing computational complexity. Experimental results are shown on state-of-the-art datasets. The main differences of this submission with [36] are as follows: we have shown how the proposed SFG model can be applied to track-based features, in addition to STIP features; we have incorporated a model for switching between different feature types using a switched dynamical system, in order to reduce computation complexity while preserving the recognition accuracy; we have added a significant amount of new experimental results.

2.2 String of Feature Graph

In this section, we describe the framework of “string of feature graphs” modeling of activities in video. In order to take into account of the spatio-temporal properties of individual actions and interactions between objects involved in activity recognition, we represent the features within a time window as a feature graph. Dynamic time warping is applied upon the generated strings of feature graphs in the final recognition, which allows for variations in sampling rates and speed of activity execution.

2.2.1 Model Development

Let us consider a video $V$ of duration $T$ containing a complex activity. $V$ can be represented as a collection of feature points $V = \{f_{x,y}^t | t \in [1, T]\}$ where $f_{x,y}^t$ is a feature point at spatial location $x, y$ and time index $t$. Matching two videos would involve matching their corresponding feature points in a spatio-temporal order preserving manner. Let us divide the video into $N$ intervals in time $t_0, t_1, .., t_N$ and let the features contained in a single time interval be collectively denoted as $F$. Therefore, the video can now be represented as $V = \{F_1, F_2, ..., F_N\}$ where $F_1 = \{f_{x,y}^t | t \in [t_0, t_1)\}$, $F_2 = \{f_{x,y}^t | t \in [t_1, t_2)\}$, etc. Now, the spatio-temporal matching of two
videos $V^{(1)}$ divided into $N_1$ intervals and $V^{(2)}$ divided into $N_2$ intervals would involve matching their individual feature collections $\{F_i^{(1)}|i = 1 \ldots N_1\}$ and $\{F_i^{(2)}|i = 1 \ldots N_2\}$ in a temporal order-preserving fashion, wherein the similarity measure between two feature collections would involve feature content matching as well as geometric structure matching. This representation of a video naturally leads us to a string representation, where local feature collections $F$ form the elements of the string. In order to keep the structure information within each feature collection $F$, a graphical description is used and $F$ is represented as a feature-graph. Therefore the temporally ordered collection of $F$ forms a string of feature-graphs (SFGs). Fig. 2.2 visually explains the modeling process.

2.2.2 Spatio-temporal Matching of SFGs

As explained earlier, the match score between two videos is the string alignment score between their corresponding SFGs. Since string alignment of any form requires a known method of measuring distance between the characters of the strings, we describe in the following subsections how we a) use a spectral technique to compute similarity between two feature-graphs (feature-graphs being the characters in the SFG strings) and b) use the so computed feature-graph match scores to find the optimal alignment score between two SFGs.

2.2.2.1 Matching Two Feature-Graphs

Computing the similarity between two feature graphs involves matching individual feature-descriptors (i.e., nodes) as well as pairwise neighborhood relationships (i.e., edges).

We represent each feature collection, i.e., each character in the string, as a fully-connected three dimensional graph where feature points form the nodes. Then the feature correspondence problem can be formulated as a graph matching problem by considering the matching between both nodes and edges. Given two such graphs, one being a feature collection from the
testing video, $P$, with $n_P$ nodes, and one being a feature collection from query video, $Q$, with $n_Q$ nodes, we follow the spectral technique described in [65] to find correspondences between their respective feature points (nodes). This approach avoids the combinatorial explosion inherent to the correspondence problem by formulating it in closed form as a spectral analysis problem on a graph adjacency matrix.

An assignment $(i, i')$ is defined as a correspondence between a pair of nodes from two graphs, where $i \in P$ and $i' \in Q$. For each candidate assignment $a = (i, i')$, there is a distance score between feature $i$ and feature $i'$ associated with it. Let $L$ be a list (with length $n_L = n_P \times n_Q$) of all possible candidate assignments between features of $P$ and $Q$. Given such a list, let a matrix $M$ (size $n_L \times n_L$) store the affinities of every possible pair of assignments $(a, b) \in L$. Note that $M(a, a)$ for $a = (i, i')$ measures how well the feature point $i$ matches the feature point $i'$, and $M(a, b)$, where $a = (i, i')$ and $b = (j, j')$, describes the relative pair-wise relationships of points $(i, j)$ in $P$ with points $(i', j')$ in $Q$. We define $d_n(i, i')$ as the distance between the nodes $i$ and $i'$.

It measures the Euclidean distance between the features of nodes $i$ and $i'$. In order to account for scale, we consider the geometric structure of the graphs based on the angles between the edges in the graph. We define $d_e(\vec{i}j, \vec{i'}j')$ as the distance between edges $(i, j)$ and $(i', j')$ based on the angle difference between them. For candidate assignments $a = (i, i')$ and $b = (j, j')$, the elements $M(a, a)$ and $M(a, b)$ of matrix $M$ are defined as

$$M(a, a) = \begin{cases} \omega_n[1 - d_n(i, i')] & d_n(i, i') \leq \tau_n \\ 0 & d_n(i, i') > \tau_n \end{cases},$$

$$M(a, b) = \begin{cases} \omega_e[1 - d_e(\vec{i}j, \vec{i'}j')] & d_e(\vec{i}j, \vec{i'}j') \leq \tau_e \\ 0 & d_e(\vec{i}j, \vec{i'}j') > \tau_e \end{cases},$$

where $\tau_n$ is a pre-defined maximal distance between two features whose relationship should
not be ignored and \( \tau_e \) is a pre-defined threshold for edge difference. \( d_n \) and \( d_e \) are normalized between [0,1] and thus \( \tau_n \) and \( \tau_e \) are also chosen in that range. \( \omega_n \) and \( \omega_e \) are weights of node matching and edge matching, which adjust the relative importance of node similarity and edge similarity in the graph matching.

Now, suppose the length of the query feature graph is \( n_Q \) and the length of the testing feature graphs is \( n_P \). Let \( x \) be an indicator vector of length \( n_Q \times n_P \) such that \( x(a) = 1 \) if candidate assignment \( a = (i,i') \) represents a corresponding pair of nodes and 0 otherwise. We aim to find an optimal solution \( x^* \) which maximizes the score

\[
x^* = \operatorname{arg\,max}_x x^T M x.
\]

(2.3)

The solution to the above problem, \( x^* \), gives the optimal correspondence between feature points in \( P \) and \( Q \). This solution has to be subject to the mapping constraints required by one-to-one mapping as in [65].

Once we estimate the optimal match, \( x^* \), of two feature collections \( P \) and \( Q \), their similarity can be measured by

\[
sim(Q,P) = (x^*)^T M x^*.
\]

(2.4)

and the distance between them defined as

\[
d(Q,P) = 1 - \frac{\sim(Q,P)}{\sim(Q,Q)}.
\]

(2.5)

### 2.2.3 Dynamic Time Warping of SFGs

Recall that an SFG of a video is a time-ordered strings of its feature-graphs. Matching two SFGs should be flexible, in that it should be robust to the different rates at which an activity might occur and also the actual length of the template video and the test video. This
can be achieved by time normalizing the two SFGs. The speech recognition community has successfully used a dynamic programming approach termed dynamic time warping (DTW) [94] for non-linear time normalization. We borrow this idea and apply it to flexibly match two SFGs, hence making them robust to speed differences in different instances of the activity.

The aim of DTW is to minimize the local distortion between two sequences by finding an optimal warping function $\varphi$. For our case, the local distortion is defined as the sum of local pair-wise distances between their feature collections. Formally, for two SFGs $\mathcal{Q} = \{Q_1 \ldots Q_N\}$ and $\mathcal{P} = \{P_1 \ldots P_N\}$, where $N_\mathcal{Q}$ and $N_\mathcal{P}$ are the number of characters (i.e. feature graphs) in $\mathcal{Q}$ and $\mathcal{P}$ respectively, the sequence distortion is defined as

$$D_\varphi(\mathcal{Q}, \mathcal{P}) = \frac{1}{M_\varphi} \sum_{k=1}^{K_\varphi} d(Q_{\varphi(k)}, P_{\varphi(k)}) m_k,$$

(2.6)

and the distance between the two SFGs can be computed as

$$D(\mathcal{Q}, \mathcal{P}) = \arg\min_{\varphi} D_\varphi(\mathcal{Q}, \mathcal{P}).$$

(2.7)

Here $m_k$ are the path-weights, and $M_\varphi = \sum_k m_k$ is a normalization factor. The details of the solution to this optimization problem can be found in [94]. The entire matching process is pictorially presented in Fig. 2.3.

2.2.3.1 Subsequence DTW for Continuous Video

In real applications, the test video is often a continuous video containing multiple persons performing multiple activities. Given a query video, which often contains only the desired activity, we would want to find a subsequence within the testing video sequence that optimally fits the query sequence, i.e., identify the fragment within the testing video that is most
similar to the query. For this purpose, we utilize a variant of DTW — subsequence DTW [72], by releasing the restriction on the boundary condition, as explained below.

Let $\mathcal{Q} = \{Q_1 \ldots Q_{N_\mathcal{Q}}\}$ and $\mathcal{P} = \{P_1 \ldots P_{N_\mathcal{P}}\}$ be two SFGs of the query and testing videos respectively, where $N_\mathcal{P} >> N_\mathcal{Q}$. The goal is to find a subsequence $\mathcal{P}'(a^*, b^*) = \{P_{a^*} \ldots P_{b^*}\}$ with $1 \leq a^* \leq b^* \leq N_\mathcal{P}$ such that

$$\begin{align*}
(a^*, b^*) &= \arg \min_{(a, b): 1 \leq a \leq b \leq N_\mathcal{P}} (D(\mathcal{Q}, \mathcal{P}'(a^*, b^*))).
\end{align*}$$

The indices $a^*$ and $b^*$ can be computed by a small modification of the classical DTW algorithm in the generation of the accumulated cost matrix $C$ used to describe the cost of aligning two sequences [72]. The goal of DTW is to find the minimal cost path through an accumulated cost matrix. By applying subsequence DTW, it can be shown that $b^* = \arg\min_{b \in [1, N_\mathcal{P}]} C(N_\mathcal{Q}, b)$. $a^* \in [1, N_\mathcal{P}]$ is the maximal index such that path $(a^*, 1)$ belongs to the warping path.

It is usually the case that the database contains multiple instances of the activity that are similar to the query example. It is desirable to retrieve all the subsequences of $\mathcal{P}$ that are close to $\mathcal{Q}$ with respect to the DTW distance. This can be achieved by recursively repeating the above process. We present our implementation of matching continuous video using subsequence DTW in Algorithm 1.

2.3 Special Cases

Irrespective of the features used to describe a video, the task of activity recognition requires us to examine the properties of these features as well as their spatial and temporal arrangement. Therefore, although motion features can be very different from each other, we can represent the local spatio-temporal volume (STV) surrounding the targeted activity as an
Algorithm 1 Matching SFG of continuous video through subsequence DTW

Input: \( Q = \{ Q_1 \ldots Q_N \} \) SFG of the query video
\( \mathcal{P} = \{ P_1 \ldots P_N \} \) SFG of the testing video
\( \tau \in \mathbb{R} \) cost threshold

Output: Ranked list of all subsequences of \( \mathcal{P} \) that have a DTW distance to \( \mathcal{Q} \) below the threshold \( \tau \).

1. Initialize the ranked list to be an empty list.

2. Construct accumulated cost matrix \( C \) whose elements are defined as

\[
C(n, 1) = \sum_{k=1}^{n} d(Q_k, P_1), n \in [1, N_Q], \\
C(1, m) = d(Q_1, P_m), m \in [1, N_P], \\
C(n, m) = \min\{ C(Q_{n-1}, P_{m-1}), C(Q_{n-1}, P_m), C(Q_n, P_{m-1}) \} + d(Q_n, P_m).
\]

3. Define a distance function: \( \Delta(b) \triangleq C(N_Q, b), b \in [1, N_P] \).

4. Determine \( b^* \in [1, N_P] \) that gives minimal \( \Delta \).

5. If \( \Delta(b^*) > \tau \) (which means no additional subsequence of \( \mathcal{P} \) close to \( \mathcal{Q} \) exists), then terminate the procedure.

6. Compute the corresponding DTW-minimizing index \( a^* \in [1, N_P] \) using standard DTW algorithm, which searches optimal warping path in \( C \) in reverse order of the indices starting with \( (N_Q, b^*) \).

7. Extend the ranked list by the subsequence \( \mathcal{P}'(a^*, b^*) \).

8. Set \( \Delta(b) \triangleq \infty \) for all \( b \) within a suitable neighborhood of \( b^* \).


SFG, whose edge features define the geometric structure of its node features. In this section, we describe the construction of SFG for track and STIP based features. The main task is to develop suitable node and edge measurement techniques discussed in 2.2.2.1 for the particular motion features.

2.3.1 Track-Based SFG

Activities involving objects exhibiting long-distance motion can be recognized from the global motion trends of the objects and their pattern of interactions [81][33][102]. Some examples of such activities are car u-turn, car turn, people dispersion, and group walking, etc. In this section, we implement the SFG framework in activity recognition based on motion features.
of tracks. Suppose we have trajectories and identifications of moving objects in the scene. The
local STV surrounding each track is an interesting activity region. All the collected features of
tracklets within the interesting spatio-temporal volume make up a feature graph.

**Track Descriptors** In this section, we develop four motion feature descriptors for tracks. The
in-plane rotation-invariant descriptors - normalized change of gradient direction (NDG) and nor-
malized change of gradient magnitude (NMG) - capture the global motion pattern of individual
tracks. NDG of a track is its absolute change of gradient direction along time normalized by
its maximum absolute value. NMG of a tracklet is its change of gradient magnitude along
time normalized by the maximum magnitude of gradient. Let $\hat{t}_i$ be the track of object $i$, and
$p_i(t) = [x_i(t) \ y_i(t)]$ for $t = 1, 2, \ldots$ be the position of object $i$ at time $t$. The features of the track $i$
at time $t$ are defined as

$$
NDG_i(t) = \frac{|\frac{d}{dt} \arctan \left( \frac{d_{x_i}(t)}{d_{y_i}(t)} \right) |}{\max(|\frac{d}{dt} \arctan \left( \frac{d_{x_i}(t)}{d_{y_i}(t)} \right) |)},
$$

(2.9)

$$
NMG_i(t) = \frac{\sqrt{d_{x_i}(t)^2 + d_{y_i}(t)^2}}{\max(\sqrt{d_{x_i}(t)^2 + d_{y_i}(t)^2})},
$$

(2.10)

where $d_{x_i}(t)$ and $d_{y_i}(t)$ are the instantaneous gradients of object $i$ along x and y axis respectively.
It is easy to prove that both NDG and NMG are in-plane rotation invariant. Fig. 2.5 shows
the sample descriptors.

Slope of smoothed relative distance (SRD) of a pair of tracks is the change of their
relative distance smoothed along time, which captures the interaction trends between the two
tracks. Relative distance of two tracks is obtained first. Break-points, where the trend of in-
teraction changes (e.g. from approaching to dispersing) are detected and used to segment the
RD descriptor. Break-points are defined as those local extrema of the relative distance sequence
whose distance with the immediate previous extrema is greater than a pre-determined threshold. Exponential curve fitting is utilized to smooth out the segments in the resulting the RD descriptor. Let $\tilde{t}_i$ and $\tilde{t}_j$ be the tracks of object $i$ and $j$ respectively, and $p_i(t) = [x_i(t) \ y_i(t)]$ and $p_j(t) = [x_j(t) \ y_j(t)]$ for $t = 1, 2, \ldots$ be the positions of objects $i$ and $j$ at time $t$. The relative distance of object $i$ and $j$ at time $t$ is $d(t) = \sqrt{(x_i(t) - x_j(t))^2 + (y_i(t) - y_j(t))^2}$. The detected break points $t_1, t_2, \ldots, t_n$ and the beginning and ending points $t_0, t_{n+1}$ segment the sequence of relative distance of the two objects into $n+1$ segments $rd(k)$ for $k = 0, 1, \ldots, n$. The $RD$ and $SRD$ features of tracks of $i$ and $j$ at time $t$ are defined as

$$RD_{(i,j)}(t) = \exp\text{_fit}(rd(k)) \quad \text{if} \quad t_k < t \leq t_{k+1},$$

$$SRD_{(i,j)}(t) = \frac{RD_{(i,j)}(t)}{dt},$$

where $\exp\text{_fit}$ refers to fitting an exponential function to the specific $rd$ sequence.
Figure 2.6: Example of RD and SRD of two tracks. The images show sample frames of two people walking together (top) and person leaving a vehicle (bottom) (only regions of interest are shown). The graph on the left shows the raw relative distance between the two tracks and the exponential fitting result in each case. The graph on the right shows the derivative of smoothed relative distance (SRD) in each case.

2.3.1.1 Track-Based Feature Graph Matching

In the feature graph matching, tracks are segmented into tracklets by concatenated equal-length time windows. Each tracklet forms a node in the graph. The node features in the graph are the smoothed motion features of the tracklets. The edge features quantize the interaction between the two underlying objects. It is natural to use the smoothed Euclidean distance between individual track features of two tracklets as the node distance measurement, and the smoothed distance between the interacting features of two pairwise tracklets as the edge distance measurement.

Assume tracklet $i$ belongs to the query video, and tracklet $i'$ belongs to the testing video. Let $f^{IND}_i$ be the concatenated NDG or NMG features of tracklet $i$, and $f^{IND}_{i',m}$ be the concatenated NDG or NMG features of tracklet $i'$. Let $f^{SRD}_{(i)(i')}$ be the concatenated SRD between $i$ and $i'$. For a feature graph $Q$ in the query video and a feature graph $P$ in the testing video, the node distance, edge distance, and elements of similarity matrix defined in Section 2.2.2.1 are
specified as

\[ d_n(i, i') = \frac{\| f^{IND}_i - f^{IND}_{i'} \|}{s}, \]  
\[ d_e(\vec{i}j, \vec{i'}j') = \frac{\| f^{SRD}_{(i)(j)} - f^{SRD}_{(j')(j')} \|}{s}, \]  

(2.13)  
(2.14)

where \( s \) is the length of a tracklet. When we are interested in only the interaction patterns of tracks involved in activities, \( \omega_n \) defined in 2.2.2.1 is set to be zero, and only differences in track interactions are considered in the graph matching. When we are only interested in individual motion patterns of objects involved, \( \omega_e \) is set to be zero, and only node differences are considered in the graph matching.

### 2.3.2 STIP-Based SFG

Bag-of-Words based on STIP features exhibits promising results in object categorization and semantic video retrieval across several datasets [75]. While the statistics of STIP features may indicate which candidate activity the test video contains, BOW needs large amount of training data to achieve good recognition performance. Also, it is easily understandable that the spatio-temporal arrangements of STIP clusters is essential for activity recognition. For instance, the actions - open a trunk and close a trunk - have very similar statistics of STIP descriptors, but the two are actually very different activities due to the different temporal order of STIP clusters. In this section, we systematically incorporate spatial and temporal information of STIPs in activity recognition model, by implementing the SFG framework on top of STIP features. The proposed method can achieve the same recognition level with much less training data.
2.3.2.1 STIP-Based Feature Graph Matching

To extract spatial-temporal features, we rely on the spatio-temporal interest point (STIP) detector proposed in [61]. The STIPs are detected by finding the center locations of local spatio-temporal volumes, which have large variations along both the spatial and the temporal directions, using a spatio-temporal extension of 2D Harris operator [61]. Then, STIP feature-graphs are constructed following the procedure described in 2.2.1.

In the matching of feature graphs with STIPs as the nodes, it is natural to use the Euclidean distance as the similarity measurement between two nodes, and use the difference between angles of two edges as the similarity measurement between the two edges. A STIP feature \(f\) typically consists of a location descriptor \(f^l\), which indicates its 3-D location in the spatio-temporal domain, and a local motion descriptor \(f^m\). Let \(f_i = (f^l_i, f^m_i)\) be the STIP feature vector of node \(i\), and \(f'_i\) be the STIP feature vector of node \(i'\). The distance measurements \(d_n(i, i')\) and \(d_e(\vec{i}j, \vec{i}'j')\) in Section 2.2.2.1 are specified as

\[
d_n(i, i') = 1 - \frac{f^m_i \cdot f'^m_i}{\|f^m_i\|\|f'^m_i\|},
\]

\[
d_e(\vec{i}j, \vec{i}'j') = 1 - e^{-p\left(1 - \frac{\|f^l_i - f^l_j\|\|f^l_i - f^l_{j'}\|}{\|f^l_i - f^l_j\|\|f^l_i - f^l_{j'}\|}\right)}.
\]

2.4 Adaptive Feature Selection

A video can be thought of as a spatio-temporal collection of primitive low resolution features and high resolution features. Recognition of activities can be achieved by different levels of motion details [1]. Low resolution features are often simpler and more sparse than high resolution features. They work better at recognizing activities characterized by global motion pattern, such as vehicle turn, group walking and people dispersion. On the other hand, algo-
Algorithms based on high resolution features are suitable for recognizing activities in the local mode because more motion details are captured. Although such algorithms can also recognize global activities to some extent, they are often computationally expensive [1]. In order to improve the recognition accuracy while reducing computation complexity, it is important to choose motion features at the right scale of resolution for the recognition task. In this section, we integrate the proposed SFG modeling of activities into a Switched Dynamic System (SDS) to develop a scheme of adaptive feature selection in activity recognition. Our goal is to optimize the recognition accuracy as well as the computational complexity of our system by switching between the two kinds of features.

2.4.1 Switched Dynamic System Model

We propose a SDS model for the switching between activities for complex videos containing both global and local activities. In the SDS, two modes are considered: global mode and local mode corresponding to the global activity and local activity. Each spatio-temporal activity volume is assigned with a mode and the feature used in recognizing the activity is determined accordingly (how to locate these spatio-temporal activity volumes is introduced in Section 2.5.1). Motivated by works in hybrid systems like [87], the SDS model can be specified by the tuple

$$\Psi = \{ M, O, \Phi, F^{\text{low}}, F^{\text{high}} \},$$

(2.17)

where $M$ denotes the modes in the system, $O$ are the observations from which motion features are extracted. $\Phi$ is the attribute pattern derived from observations of low resolution motion details, and are used to decide the modes, $F^{\text{low}}$ are the low resolution features and $F^{\text{high}}$ are the high resolution features.
2.4.2 Switching Between Activity Modes

In statistical pattern recognition methods, modes are also known as pattern classes. Each pattern class consists of different patterns, which can be represented by a vector of quantitative attributes \( \Phi = [\phi^1, \phi^2, \ldots, \phi^a] \) carrying distinguishing information about the patterns [5], where \( a \) is the number of informative attributes. Each mode is assumed to have distinguishing distribution of these attributes. Thus the joint distribution of the informative attributes can be used to determine the mode of the observed pattern.

Let \( O_t \) be the observations of motion at time step \( t \); the corresponding pattern is defined as \( \Phi_t = \Gamma(O_t) = [\phi^1_t, \phi^2_t, \ldots, \phi^a_t] \), where \( \Gamma \) is the mapping from the observation space to the attribute space. Let \( p(M) \) be the prior probability of each mode and \( P(\Phi|M) \) be the distribution of attribute vector of a given mode \( M \). Maximum likelihood can be used to determine the modes from the observed attributes. For an observed pattern \( \Phi_t \), the mode \( M_t \) of the pattern is

\[
M_t = \max_M [P(\Phi_t|M) \cdot p(M)].
\]

(2.18)

To simplify the estimation of probability distributions, we suppose that different types of attributes are independent of each other. A Naive Bayesian network can be applied to decide the underlying model \( M_t \) given a certain pattern \( \Phi_t \). Let \( g \) denote the global mode and \( l \) denote the local mode and \( p(g) \) and \( p(l) \) be the prior probabilities of global and local modes. Let the distributions of the \( i^{th} \) attribute given the mode \( M \) be \( p(\phi_i|M) \). The distribution of the attribute vector given the mode is \( \prod_i p(\phi_i|M) \). Thus the mode \( M_t \) of pattern \( \Phi_t \) is

\[
M_t = \begin{cases} 
  g & \text{if } \prod_i p(\phi_i^t|g) \cdot p(g) > \prod_i p(\phi_i^t|l) \cdot p(l) \\
  l & \text{if } \prod_i p(\phi_i^t|g) \cdot p(g) < \prod_i p(\phi_i^t|l) \cdot p(l)
\end{cases}.
\]

(2.19)

We integrate the SFG method into the SDS model to realize automatic feature selec-
tion in activity recognition. Fig. 2.7 shows the overall flow of the proposed recognition system.

2.5 Experiments

In order to evaluate the efficacy of our method to recognize complex activities involving multi-object interactions, we conducted experiments on three state-of-the-art datasets containing long duration videos and a large scale of complex activities including UT-Interaction dataset [92], VIRAT dataset [79] and UCR VideoWeb activity dataset [21].

UT Interaction dataset [92] is composed of both segmented and unsegmented videos, and include several pairs of interacting people simultaneously executing activities across different background, scale and illumination. The interaction activities which we looked at are shaking hands, hugging, pointing, punching, kicking and pushing. VIRAT dataset is a state-of-the-art activity dataset with many challenging characteristics, such as wide variation in the
activities and the clutter in the scene. It consists of surveillance videos of six parking lots with different scales of resolution. The activities in the dataset includes single vehicle activities, person and vehicle interactions, and people interactions. We examine fourteen kinds of activities - global activities including vehicle u-turn, vehicle turn and vehicle backup, people walking together, people gathering, and people dispersion, and local activities including person loading an object to a vehicle, person uploading an object from a vehicle, person opening a vehicle trunk, person closing a vehicle trunk, person getting into a vehicle and person getting out of a vehicle.

The portion of the UCR VideoWeb activity dataset [21] we work on (details can be obtained from the authors) involves up to 10 actors interacting in various ways with each other, vehicles and facilities. The activities were: people meeting, people following, vehicles turning, people dispersing, shaking hands, gesturing, waving, hugging and pointing.

In accordance with the motivation of the framework, we work in both classification-based and query-based activity recognition. In the classification-based scheme, testing instances are classified into predefined kinds of activities given multiple training instances of the same kinds using nearest neighbor classifier. The query-based scheme is based on an example video-based retrieval framework wherein the algorithm is provided with one (or, at most, a few, but not enough to build a classifier) video(s) depicting an action of interest. The aim is to retrieve videos which have similar activity as the query video(s) has.

### 2.5.1 Preprocessing

Object detection and tracking are performed first. We utilize the tracking method developed in [106] to obtain the trajectories of moving objects. Identifications of moving objects (person, vehicle, or others) are obtained using [26], and shadows are excluded by using color histogram. Note that object identification is applied to each trajectory.
Preprocessing of Tracks  A weighted moving average filter is applied to the raw tracks in order to smooth out the effect of local outliers on the global motion pattern. Tracks obtained from automatic trackers are often short and contain at most one or two complex activities involving large-scale motion. Observing that stopping is often the sign of the end of an global activity, we detect the stopping events on each track and segment long tracks accordingly. Each track segment is considered as a complete activity agent. A stopping is detected when the variance of the positions of the interesting objects within a temporal window is below a predefined threshold.

Adaptive Feature Selection  Background substraction in [106] is used to obtain the binarized silhouettes of moving objects and their bounding boxes. Informative attributes derived from the silhouettes and bounding boxes are used to specify the Naive Bayesian network discussed in Section 2.4.2. Half of the dataset [79] parking lot 04 is used as training data to select the informative attributes, and the probability distribution of these attributes is obtained using Gaussian mixture model and Expectation Maximization. The selected track-based low resolution attributes are:

1. Variance of width of bounding box \( \sigma_W \).
2. Variance of the area inside the silhouette of moving object, where \( \text{Area} = H \times W \), \( H \) and \( W \) are the height and width of the bounding box.
3. Average velocity of the underlying objects \( \text{mean}_v \).
4. Range of the track \( R \), which is defined as \( R = \max[\max(x) - \min(x), \max(y) - \min(y)] \).

The estimated conditional probability distribution of motion attributes given the activity mode is shown in Fig. 2.8.

Activity instances in the training data are labeled and segmented out, and SFGs are
constructed for these instances. For the track-SFG, we use joint NDG-NMG and RD-SRD features. Tracks involved in local activities are often very short and have a small range. We consider it is unlikely that track-based low resolution feature can distinguish local activities. So, we do not train track-based SFGs for local activities.

For distance thresholds $\tau_n$ and $\tau_e$ in (2.1), we determined their optimal values experimentally based on labeled training data and used them in testing. The values of $\tau_n$ and $\tau_e$ used in the following experiments are 0.4 and 0 for STIP-based SFG and are zeros for track-based SFG. The values may be different in other scenarios.

### 2.5.2 STIP-based SFG Results

In this part of experiments, we implement STIP-based SFG on UCR VideoWeb Dataset, UT Interaction Dataset, and VIRAT Dataset.
2.5.2.1 Classification-Based Recognition Results

The classification-based recognition performance of the proposed algorithm is first evaluated on the UT Interaction dataset [92]. In order to compare with previous systems, we use an experimental setting similar to [90], which proposed a supervised learning method for the same set of activities on this dataset. We randomly choose two among the ten videos of each class to form the training set and leave out the others for testing.

We verify that our system is able to recognize multiple complex activities from continuous videos. We were able to achieve high recognition scores and lower false positive rates. We compare our results with previous methods in Fig. 2.9. Our overall performance on the UT Interaction dataset is superior to Bag-of-Feature approach. Here the results of Bag-of-Feature approach are reported on segmented video clips, while our results and [90] are reported on continuous video. Our results are similar to those in [90] for some activities and better for others. However, our approach can use only a single query to perform recognition as demonstrated in Fig. 2.10 and hence has a wider generalizability. In [92], recognition results of several approaches are reported on the same dataset; the average recognition accuracy is in the range from 0.49 to 0.88. Our performance is comparable to the best performance in [92]. Note that the experiment settings in [92] are slightly different from ours. Their results are reported by leaving one out among a set of ten for testing and using the other 9 for the training, and the videos are segmented, while we use 2 sets as labeled query videos and test on 8. Thus we are achieving results comparable to [92] with much less training data on continuous videos (a significantly harder problem).

In the next experiment, we verify the effectiveness of our system in correctly classifying activities in VIRAT Dataset [79]. We work on the segmented video clips from the portion
Figure 2.9: Recognition accuracy on the UT-Interaction dataset by using voting scheme on top of SFG model.

Figure 2.10: The recognition accuracy of our method with respect to number of query examples. It can be seen that when number of query example decreases, the performance of our method does not drop significantly.
of VIRAT dataset for which annotation is available, because the evaluation of this experiment needs the ground truth of activities. We segmented out the video clips according to the annotation files. Each video clip contains only one execution of the activities of interest. There are forty eight video clips in total, eight instances for each type of activity, in the whole dataset used in this experiment. The results are shown as a confusion matrix and ROC curves in Fig. 2.11.

2.5.2.2 Query-Based Retrieval Results

We compute the DTW aligning cost between the query SFGs of the testing video and each query video containing a specific action and count the instances that the DTW distance is less than a threshold. Based on this number (i.e., number of similar training videos), the system makes a decision on the recognized activity.

To evaluate the performance of the STIP-based SFG method in query-based retrieval, we first work with the UCR VideoWeb activity dataset [21]. We work with video clips from this dataset, report the best matches found by our system and accordingly present and analyze the accuracy/false positive rates.
We proceed by taking a small video clip depicting a complex activity and search the dataset for matches. The STIP features for the query and the dataset videos are computed. The query and dataset videos were uniformly segmented into temporal segments, the feature points in each segment forming a feature graph, and the string of time ordered graphs forming the SFG descriptor. The length of each segment is set to be 20 frames. Next we find the pairwise correspondences between each of the feature collections from the query video with those of dataset videos using the spectral solution in Section 2.2.2.1. We finally perform the DTW matching across the entire query and dataset SFGs (composed of time ordered feature-graphs) based on the local match scores calculated.

The results from this experiment involving query-based activity video retrieval are shown in Fig. 2.12. For each activity class, we chose 3 random videos from the samples of that class to be the query. The results reported here are obtained by averaging across the 3 test cases. Recognition on activities like vehicle turning and shaking hands performed especially well since they continue for longer time periods and hence generate better feature points. On the other hand, activities such as “pointing” happen in a short amount of time and are thus more difficult to recognize. We found that the recognition results obtained based on a single sample video generate higher false positive rates. This is justifiable due the fact that in a single query-based retrieval framework, there is no statistically reliable way to set the acceptance threshold.

We also studied variation in recognition performance of our method with change in query videos. The standard deviation in the scores for different query-videos is marked in Fig. 2.12 (a). In line with our previous argument, short-duration activities such as “pointing” had higher variability. The activity “hug” was confused with background clutter or actors crossing each other.

We show some results of activity retrieval on UCR VideoWeb using one query video in Fig. 2.12 (b). The query videos are shown on the left and the other three columns show the
top three best matches. The bounding boxes of the sub-graphs that best match the feature graphs of query video are also shown. This demonstrates the capability of our system in locating the activities of interest in the spatial-temporal video volumes.

Finally, we test our system on activity retrieval using one query video on UT Interaction dataset. Some results are shown in Fig. 2.13. The query videos are shown on the left and the other three columns show the top three best matches.

2.5.3 Track-Based SFG Results

In this set of experiments, we work on VIRAT dataset (parking lot 04) to evaluate the performance of our track-based SFG scheme. Activities whose motion pattern can be determined by the underlying tracks are of interest here. The activities in interest include 25 single vehicle activities (6 vehicle-backup, 13 vehicle-turn, and 2 vehicle u-turn), 9 people interactions (5 people dispersion, 2 people walking together, and 2 people gathering), and 29 people-vehicle interactions (15 people approaching vehicle and 14 people leaving vehicle). For object detection and tracking, we applied the methodology we have developed in [106].

2.5.3.1 Performance Comparison

In order to assess the performance of different motion descriptors of single tracks in activity recognition - NDG, NMG and joint NDG-NMG which concatenates NDG and NMG, we test our system on VIRAT Testing Dataset to classify single vehicle activities whose characteristics only depend on features of individual tracks - vehicle-turn, vehicle-u-turn, and vehicle-backup. There are twenty-five instances of the above activities in total in videos from parking lot 04. Each instance is applied as the query alternatively. We search across the whole dataset for activities of the same type. The results reported are obtained by averaging across all
Figure 2.12: (a): Recognition accuracy and false positives on 9 activities from the UCR VideoWeb dataset in a query-based retrieval framework. Standard deviation in performance (accuracy) for different queries is marked on the bars. (b): Retrieval results: The left column depicts the query videos and the other three columns are the best matches on UCR VideoWeb dataset. The bounding boxes of the sub-graphs that best match the feature graphs of the query video are shown. A blue dash box represents an incorrect match.
the queries. From Fig. 2.14 (a) we can conclude that NMG descriptor outperforms other two single track descriptors.

### 2.5.3.2 Classification-Based results

In this part of experiments, we test the ability of the track-based SFG to classify both single object activities and interactions discussed in section 2.5.3 with and without object identification as shown in Fig. 2.14 (b). The object identifier can tell whether the underlying object associate with a given track is a vehicle or a person. Joint descriptors NDG-NMG and RD-SRD are applied.

### 2.5.3.3 Query-Based results

In order to demonstrate the effectiveness of our track-based SFG in retrieving activities, we search across videos of VIRAT dataset to find the tracks which match the query tracks. For each trial, underlying tracks of an interesting activity listed in 2.5.3 are the input, the algo-
Figure 2.14: (a): Average performance of different kinds of motion descriptors on recognizing activities characterized by individual tracks. 7 car-backup, 16 car-turn, and 2 car-uturn. (Parameter of ROC: distance threshold, the same threshold is used for all kinds of activities, training can be applied to find the best distance threshold for each kind of activity). (b): Average performance of track-based SFG system on VIRAT Testing Dataset. For each run, only one training instance is used for each kind of activity, the rest are treated as testing instances. While the algorithm achieves high recognition performance, the object identifier further enhance the performance. Joint NDG-NMG and joint RD-SRD descriptors are used.
Finally, we show samples of retrieved tracks in Fig. 2.15 (b). This demonstrates the capability of our track-based SFG system in locating the activities of interest in the spatial-temporal video volumes.

2.5.4 Adaptive Feature Selection

In this subsection, we implement the adaptive feature selection scheme on VIRAT Dataset, and compare the result with schemes without feature selection. Encouraging results are shown, demonstrating the efficacy of our adaptive feature selection to recognize complex activities with increased recognition accuracy and reduced computation complexity.

For the entire test video, we first compute the low resolution motion attributes. These
attributes are used to detect the location of activities and to decide the mode of each activity. Whenever an activity is detected, the optimum feature type is selected based on the activity mode and a SFG is constructed on these features. The developed SFG is matched to the training SFGs using a voting scheme. Fig. 2.16 shows the switching scheme and recognized activities for one video.

Experimental analysis shows that a few simple heuristics can improve the performance of the method further. One is related to identifying regions where the track-based features do not perform very well, in spite of being chosen by the switching scheme. For this reason, our system identifies when the track-based recognition has low confidence and switches to the STIP-based mode. The track-based results are considered as unreliable when the similarity scores between the testing instance and all the training instances are low. It is based on the fact that STIP-based features can recognize both global and local activities, but track-based SFGs can recognize only global activities. A second case arises at the beginning and end of track segments. Experience suggests that local activities usually happen in these regions. Therefore, to minimize the chance of missing a local activity, we analyze the beginning and end of track segments that are not already identified by the switching module to detect if there are any local activities happening there.

Table 2.1 gives the recognition results for each type of activity using different types of features. From the results, we can see that features of different resolution can only recognize certain types of activities. Track-based low resolution features work better at recognizing global activities while STIP features work better at recognizing local activities. The proposed adaptive feature selection improves the recognition accuracy while reducing the overall computation complexity.
Figure 2.16: Switching results on an example video sequence are shown. One sample image for each activity is shown. Each cyan bar in the figure indicates the recognition result from the adaptive feature selection and compares it to the ground truth (blue bar). The length of the bar indicates the duration of the recognized activity. Red bounding box indicates track features are selected, and purple indicates STIP features are selected for the SFG model in adaptive feature selection. The results show that the system is able to automatically switch between different features.
Table 2.1: Results of Adaptive Feature Selection. (Recognition accuracy on the VIRAT dataset by using fixed types of feature and adaptive feature selection. N/A means that the activity cannot be recognized by the corresponding feature)

<table>
<thead>
<tr>
<th>Activity</th>
<th>Recognition Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Track feature</td>
</tr>
<tr>
<td>Person loading an object to a vehicle</td>
<td>N/A</td>
</tr>
<tr>
<td>Person uploading an object from a vehicle</td>
<td>N/A</td>
</tr>
<tr>
<td>Person opening a vehicle trunk</td>
<td>N/A</td>
</tr>
<tr>
<td>Person closing a vehicle trunk</td>
<td>N/A</td>
</tr>
<tr>
<td>Person getting into a vehicle</td>
<td>N/A</td>
</tr>
<tr>
<td>Person getting out of a vehicle</td>
<td>N/A</td>
</tr>
<tr>
<td>Vehicle u-turn</td>
<td>0.85</td>
</tr>
<tr>
<td>Vehicle turn</td>
<td>0.9</td>
</tr>
<tr>
<td>Vehicle backup</td>
<td>1</td>
</tr>
<tr>
<td>People approaching a vehicle</td>
<td>0.93</td>
</tr>
<tr>
<td>People leaving a vehicle</td>
<td>1</td>
</tr>
<tr>
<td>People walking together</td>
<td>0.9</td>
</tr>
<tr>
<td>People gathering</td>
<td>1</td>
</tr>
<tr>
<td>People dispersion</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 2.2 shows the computation time of the whole activity recognition process including the training process. As discussed before, algorithms based on high resolution features are often time consuming. In our algorithm, the most time-consuming part is the graph matching. Assuming the number of nodes of the two graphs to be matched is $n_Q$ and $n_P$, computational complexity of the graph matching in [65] is $O\left((n_Q n_P)^{\frac{3}{2}} + (\max(n_Q, n_P) - \frac{1}{2}) \cdot \min^2(n_Q, n_P)\right)$ [65]. For a feature graph of the same time interval, the number of local features is of the order of tens of times the number of global features. Over a long period of time, this difference in computation can be large.

### 2.6 Conclusion

In this work, we argued that spatio-temporal relationships are critical to discriminate real-world activities. We proposed a feature model based on string representation of the video which respects the spatio-temporal dynamics of the complex activities. In order to quantize the similarity of two feature graphs, we leveraged a spectral matching technique to find correspondences between them. Finally, the string formed by the time-ordered set of local feature collections was matched with other strings in a dynamic programming framework to obtain the matching score. This matching score was used to classify a test video as being similar or non-

<table>
<thead>
<tr>
<th>Feature Type</th>
<th>Training overhead</th>
<th>Feature Extraction during Testing</th>
<th>Recognition Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Track Feature</td>
<td>3%</td>
<td>6%</td>
<td>4%</td>
</tr>
<tr>
<td>STIP Feature</td>
<td>20%</td>
<td>35%</td>
<td>45%</td>
</tr>
<tr>
<td>Adaptive Feature Selection</td>
<td>8%</td>
<td>17%</td>
<td>12%</td>
</tr>
</tbody>
</table>
similar to the template video. We show how the SFG can be constructed for high-resolution STIP features and low-resolution track features. To accelerate the matching process while enhancing the recognition accuracy, the proposed SFG algorithm is integrated into a scheme of adaptive feature selection which automatically chooses features for the recognition task based on the states of activities. Our experiments demonstrated the effectiveness of our approaches to successfully recognize and localize complex activities even with multiple interacting actors.
Chapter 3

Higher-Level Context Modeling -
graphical models

3.1 Introduction

It has been demonstrated in [80] that context is significant in human visual systems. As there is no formal definition of context in computer vision, we consider all the detected objects and motion regions as providing contextual information about each other. Activities in natural scenes rarely happen independently as shown in Fig. 4.9(i). The spatial layout of activities and their sequential patterns provide useful cues for their understanding.

Consider the activities that happen in the same spatio-temporal region in Fig. 4.9: the existence of the nearby car gives information about what the person (bounded by red circle) is doing, and the relative position of the person of interest and the car says that activities (b) and (c) are very different from activity (a). Moreover, just focusing on the person, it may be hard to tell what the person is doing in (b) and (c) - “opening vehicle trunk” or “closing vehicle trunk”. If we knew that these activities occurred around the same vehicle along time, it would be immediately
3.1.1 Overview of the Framework

Many existing works on activity recognition assume that the temporal locations of the activities are known [2, 78]. In practice, activity-based analysis of videos should involve reasoning about motion regions, objects involved in these motion regions, and spatio-temporal relationships between the motion regions. We focus on the problem of detecting activities of interest in continuous videos without prior information about the locations of the activities. In other words, our goal is to locate and label each activity of interest in videos. The main challenge is to develop a representation of the continuous video that respects the spatio-temporal relationships of the activities. To achieve this goal, we build upon existing well-known feature descriptors and spatio-temporal context representations that, when combined together, provide...
a powerful framework to model activities in continuous videos.

Given a continuous video, background subtractions [143] are used to locate the moving objects. Moving persons are identified, and local trajectories of moving persons are generated (any existing tracking methods like [106] can be used). Spatio-temporal Interest Point (STIP) features [61] are generated only for these motion regions (note that any other local motion features can be used). Thus, STIPs generated by noise, such as slight tree shaking, camera jitter and motion of shadows, are avoided. Each motion region is segmented into action segments, which can be obtained by temporally dividing the motion regions into spatio-temporal volumes with a fixed length in time, or by using any motion segmentation algorithm such as nonlinear dynamic model (NDM) based approach with STIP histograms as the model observation as in [14].

These action segments are merged into candidate activities using preliminary activity detector that explores only motion features. Struct-SVM is modified for re-labeling these detected activities, integrating various context within and between the activities. However, this approach separates the activity localization and labeling, which may lead to loss in recognition accuracy due to ignoring the interaction between the two. An activity can be considered as a union of action segments or actions that are neighbors to each other closely in space and time. We provide an integrated framework that conducts multiple stages of video analysis, starting with motion localization. The detected motion regions are divided into action segments, which are considered as the elements of activities. The goal then is to generate smoothed activity labels, which are optimum in a global sense, for the action segments; and thus obtaining semantically meaningful activity regions and corresponding activity labels. For this purpose, based on the modified Struct-SVM [138], we develop graphical models for the smoothly labeling of action segments, integrating various motion and context features. Three graphical models are described and compared in this chapter - structural model [140], higher-order CRF [142]
and hierarchical-CRF [141]. The proposed models aim to smoothly label the action segments, resulting in meaningful activity regions, each is expected to contain one activity.

### 3.1.2 Contributions of Present Work

The main contribution of this chapter is three-fold.

(i) The parameter estimation of the modified Struct-SVM is formulated as a large-margin problem, which tries to maximize the margins around the decision plane which separates the negative and positive instances. We show how this problem can be modified to be an unconstrained convex optimization problem. Next, the modified bundle method in [112] is used to solve the optimization problem. This method iteratively searches for the increasingly tight upper and lower bounds of the objective function till convergence is reached.

(ii) We combine low-level motion segmentation with high-level activity model under one framework. With the detected individual action segments as the elements of activities, we design graphical models that jointly model the related activities in the scene.

(iii) We propose a weakly supervised approach that utilizes context within and between actions and activities that provide helpful cues for activity recognition. The proposed models integrates motion and various context features within and between actions and activities into a unified model. The proposed models can localize and label activities in continuous videos simultaneously, in the presence of multiple actors in the scene interacting with each other or acting independently.

(iv) With a task-oriented discriminative approach, the model learning problems are formulated as a max-margin problem and is solved based on the modified bundle method [113]. Greedy search algorithms, that are specifically designed for the proposed graphical models, are developed to infer the underlying activities efficiently without obvious loss in accuracy.
3.2 Struct-SVM

In this section, we modified the Struct-SVM [118] for activity recognition, which integrates motion features with various context features within and across activities to jointly model related activities in videos [118]. We show how to learn the model parameters via an unconstrained convex optimization problem and how to predict the correct labels for a testing instance consisting of multiple activities. To locate the activity regions, motion regions are first divided into action segments with fixed temporal length.

Sliding windows of different sizes are applied to the motion regions. In the experiment, Bag-of-words combined with multi-class support vector machine (BOW+SVM) [75] are used to label each window as one of the normal activity classes. Then, weighted average smoothing is applied to obtain the label of each temporal bin. Objects that occur in the images that overlap with motion regions are detected. These image features will be used for the development of the context features within activities.

3.2.1 Feature Descriptors

Assuming there are $M + 1$ classes of activities in the scene, including a background class with label 0 and $M$ classes of interest with labels 1,...,$M$. We first define the concepts we use for the feature development. An activity is a 3D region consisting of one or multiple consecutive action segments. An agent is the underlying moving person along a trajectory. Motion region at frame $n$ is a circular region surrounding the moving objects of interest in the $n^{th}$ frame of the activity. Activity region is the smallest rectangular region that encapsulates the motion regions over all frames of the activity. Based on this, we can now encode motion and context information into feature descriptors.
Intra-Activity Motion Feature Descriptor  Features of an activity that encode the motion information extracted from low-level motion features such as STIP features are defined as intra-activity motion features. We train a multi-SVM [12] classifier upon the detected action segments to generate the normalized confidence scores $s_{i,0}, \ldots, s_{i,M}$ of classifying the action segment $i$ as activity classes $0, 1, \ldots, M$, such that $\sum_{j=0}^{M} s_{i,j} = 1$. We call the classifier as the baseline classifier.

In general, any kind of classifier and low-level motion features can be used here. Given an activity, $x = [\max_{i \in \mathbb{R}} s_{i,0}, \ldots, \max_{i \in \mathbb{R}} s_{i,M}]$ is developed as the intra-activity motion feature descriptor, where $\mathbb{R}$ is a list of action segments in the activity.

Intra-Activity Context Feature Descriptor  Features that capture the relationships between the agents, as well as other interacting objects, are defined as intra-activity context features. Objects including vehicles, opening/closing entrance/exit doors of facilities, boxes and bags that overlap with the motion regions, are detected. Persons and vehicles are detected using the publicly available software [26]. Opening/closing entrance/exit doors of facilities, boxes and bags are detected using method in [20] with Histogram of Gradient as the low-level feature and binary linear-SVM as the classifier. These high-level image features will be used for the development of the context features within activities.

We define a set $G$ of attributes related to the scene and the involved objects in activities of interest. $G$ consists of $N_G$ subsets of attributes that are exclusively related to certain image-level features. The attribute subsets used for activity recognition are dataset/task specific, they are described in details in the section of experiments.

For a given activity, the above attributes are determined from image-level detection results. For frame $n$ of an activity, we obtain $g_i(n) = I(G_i(n))$, where $I(\cdot)$ is the indicator function. $g_i(n)$ is then normalized so that its elements sum to 1. Fig. 3.11 shows an example of $g_i(n)$.
Figure 3.2: The image shows one frame of ‘person unloading an object from a vehicle’. In the image, moving objects are the person and the vehicle, and the person is in the rear of the vehicle. So, for this frame, \( g_1(n) = [1 \ 0 \ 0] \) and \( g_2(n) = [0 \ 1 \ 0] \), where \( n \) is the frame number of this image in the activity.

Let \( g_i = \frac{1}{N_f} \sum_{n=1}^{N_f} g_i(n) \), where \( N_f \) is the total number of frames associated with the activity. The \( \sum_{i=1}^{N_G} n_{G_i} \cdot \)bin histogram \( g = \frac{1}{N_f} \left[ g_1 \oplus \cdots \oplus g_{N_G} \right] \) is the intra-activity context feature vector of the activity, where \( \oplus \) denotes the vector concatenation operator.

**Inter-Activity Context Feature Descriptor** Features that capture the relative spatial and temporal relationships of activities are defined as inter-activity context feature. Define the scaled distance between activity \( a_i \) and \( a_j \) at the \( n^{th} \) frame of \( a_i \) as

\[
    r_{ij}(a_i(n), a_j) = \frac{d(O_{a_i}(n), O_{a_j})}{R_{a_i}(n) + R_{a_j}},
\]

where \( O_{a_i}(n) \) and \( R_{a_i}(n) \) denote the center and radius of the motion region of activity \( a_i \) at its \( n^{th} \) frame and \( O_{a_j} \) and \( R_{a_j} \) denote the center and radius of the activity region of activity \( a_j \). \( d(\cdot) \) denotes the Euclidean distance. Then, the spatial relationship of \( a_i \) and \( a_j \) at the \( n^{th} \) frame is modeled by \( sc_{ij}(n) = \text{bin}(r_{ij}(a_i(n), a_j)) \) as in Fig. 3.3 (a). The normalized histogram \( sc_{a_i,a_j} = \frac{1}{N_f} \sum_{n=1}^{N_f} sc_{ij}(n) \) is the inter-activity spatial feature of activity \( a_i \) and \( a_j \).

Temporal context is defined by the following temporal relationships: \( n^{th} \) frame of \( a_i \) is before \( a_j \), \( n^{th} \) frame of \( a_i \) is during \( a_j \), and \( n^{th} \) frame of \( a_i \) is after \( a_j \). \( tc_{ij}(n) \) is the temporal relationship of \( a_i \) and \( a_j \) at the \( n^{th} \) frame of \( a_i \) as shown in Fig. 3.3 (b). The normalized histogram \( tc = \frac{1}{N_f} \sum_{n=1}^{N_f} tc_{ij}(n) \) is the inter-activity temporal context feature of activity \( a_i \) with respect to activity \( a_j \).
Figure 3.3: (a) The image shows an example of inter-activity spatial relationship. The red circle indicates the motion region of \( a_i \) at this frame while the purple rectangle indicates the activity region of \( a_j \). Assume \( SC \) is defined by quantizing and grouping \( r_s(n) \) into three bins: \( r_s(n) \leq 0.5 \) (\( a_i \) and \( a_j \) is at the same spatial position at the \( n^{th} \) frame of \( a_i \)), \( 0.5 < r_s(n) < 1.5 \) (\( a_i \) is near \( a_j \) at the \( n^{th} \) frame of \( a_i \)), and \( r_s(n) \geq 1.5 \) (\( a_i \) is far away from \( a_j \) at the \( n^{th} \) frame of \( a_i \)). In the image, \( r_s(n) > 1.5 \), so, \( sc_{ij}(n) = [0 \ 0 \ 1] \). (b) The image shows one example of inter-activity temporal relationship. The \( n^{th} \) frame of \( a_i \) occurs before \( a_j \). So, \( tc_{ij}(n) = [1 \ 0 \ 0] \).

3.2.2 Model Development

Suppose we are interested in \( M \) activity classes. Activity set \( a = \{ a_i : i = 1, \ldots, N \} \) is associated with a label vector \( y = \{ y_i : i = 1, \ldots, N \} \), where \( y_i \in \{1, \ldots, M\} \) is the label of \( a_i \). We model the activity set by the combination of motion features of individual activities and various context features discussed above. A potential function that measures the compatibility between features of \( a \) and label \( y \) is defined as \( F(a, y) \):

\[
F(a, y) = \sum_{i=1}^{N} \omega^{T}_{x, y_i} x_i + \sum_{i=1}^{N} \omega^{T}_{g, y_i} g_i + \sum_{i,j=1, i \neq j}^{N} \omega^{T}_{sc, (y_i, y_j)} sc_{ij} + \sum_{i,j=1, i \neq j}^{N} \omega^{T}_{tc, (y_i, y_j)} tc_{ij},
\]

where \( x_i \in \mathbb{R}^{D_x} \) and \( g_i \in \mathbb{R}^{D_g} \) are the motion feature and intra-activity context feature of instance \( a_i \), \( D_x \) and \( D_g \) are the dimension of \( x_i \) and \( g_i \) respectively. \( \omega_{x, y_i} \in \mathbb{R}^{D_x} \) and \( \omega_{g, y_i} \in \mathbb{R}^{D_g} \) are the weights that capture the valid motion and intra-activity context patterns of activity class \( y_i \). \( sc_{ij} \in \mathbb{R}^{D_{sc}} \) and \( tc_{ij} \in \mathbb{R}^{D_{tc}} \) are the inter-activity context features associated \( a_i \) and \( a_j \). \( D_{sc} \) and \( D_{tc} \) are the dimension of \( sc_{ij} \) and \( tc_{ij} \) respectively. \( \omega_{sc, (y_i, y_j)} \in \mathbb{R}^{D_{sc}} \) and \( \omega_{tc, (y_i, y_j)} \in \mathbb{R}^{D_{tc}} \) are the
weights that capture the valid spatial and temporal relationships of activity classes \( y_i \) and \( y_j \).

In general, dimensions of the same kind of feature can be different for each activity class/class pairs.

In order to form a linear function with a single parameter, we rewrite (4.2) as:

\[
F(a, y) = \omega^T_x \sum_{i=1}^{N} \varphi(x_i, y_i) + \omega^T_g \sum_{i=1}^{N} \vartheta(g_i, y_i) + \omega^T_{sc} \sum_{i,j=1, i \neq j}^{N} \psi(sc_{ij}, y_i, y_j) + \omega^T_{tc} \sum_{i,j=1, i \neq j}^{N} \phi(tc_{ij}, y_i, y_j),
\]

(3.3)

where \( \omega_x \), \( \omega_g \), \( \omega_{sc} \) and \( \omega_{tc} \) are weight vectors defined as

\[
\omega_x = \begin{bmatrix} \omega^T_{x,1} & \omega^T_{x,2} & \cdots & \omega^T_{x,M} \end{bmatrix}^T,
\omega_g = \begin{bmatrix} \omega^T_{g,1} & \omega^T_{g,2} & \cdots & \omega^T_{g,M} \end{bmatrix}^T,
\omega_{sc} = \begin{bmatrix} \omega^T_{sc,(1,1)} & \cdots & \omega^T_{sc,(1,M)} & \cdots & \omega^T_{sc,(M,M)} \end{bmatrix}^T,
\omega_{tc} = \begin{bmatrix} \omega^T_{tc,(1,1)} & \cdots & \omega^T_{tc,(1,M)} & \cdots & \omega^T_{tc,(M,M)} \end{bmatrix}^T,
\]

and \( \varphi(x_i, y_i) \) and \( \vartheta(g_i, y_i) \) have non-zero entries at the position corresponding to class index \( y_i \).

\( \psi(sc_{ij}, y_i, y_j) \) and \( \phi(tc_{ij}, y_i, y_j) \) have non-zero entries at the position corresponding to class pair \((y_i, y_j)\).

Define the joint weight vector \( \omega \) and joint feature vector \( \Gamma(a, y) \) as

\[
\omega = \begin{bmatrix} \omega_x \\ \omega_g \\ \omega_{sc} \\ \omega_{tc} \end{bmatrix}, \Gamma(a, y) = \begin{bmatrix} \sum_i \varphi(x_i, y_i) \\ \sum_i \vartheta(g_i, y_i) \\ \sum_{i,j,i \neq j} \psi(sc_{ij}, y_i, y_j) \\ \sum_{i,j,i \neq j} \phi(tc_{ij}, y_i, y_j) \end{bmatrix},
\]
where \( i, j = 1, \ldots, N \). Then, the optimum label \( y_{opt} \) of \( x \) is obtained as

\[
y_{opt} = \arg \max_y (\omega^T \Gamma(a, y)).
\]

(3.4)

### 3.2.3 Model Learning and Inference

#### 3.2.3.1 Learning Model Parameters

We will now describe our method for learning the model parameters from training sets. Suppose there are \( P \) collections of activities in the training videos. Let the training set be \((A_T, Y_T) = (a_T(1), y_T(1)), \ldots, (a_T(P), y_T(P))\), where each \( a_T(i) \) is an activity set and \( y_T(i) \) is its label vector. Suppose there are \( N_T(i) \) elements in \( a_T(i) \). We use the following loss function to measure the correctness of labeling instance \( a_T(i) \) with the candidate label \( \hat{y}_T(i) \):

\[
\Delta \left( y_T(i), \hat{y}_T(i) \right) = \sum_{j=1}^{N_T(i)} \Delta \left( y_T(i, j), \hat{y}_T(i, j) \right),
\]

where

\[
\Delta \left( y_T(i, j), \hat{y}_T(i, j) \right) = \begin{cases} 1 & y_T(i, j) \neq \hat{y}_T(i, j) \\ 0 & y_T(i, j) = \hat{y}_T(i, j) \end{cases}.
\]

The model learning problem is formulated as an unconstrained convex optimization problem (derivation is shown in Sec. III in the supplementary material):

\[
\omega^* = \arg \min_{\omega} f(\omega) = \arg \min_{\omega} \frac{1}{2} \omega^T \omega + \Lambda(\omega),
\]

where

\[
\Lambda(\omega) = C \sum_{i=1}^{P} \max \left( 0, \Omega_{\omega}(i) \right),
\]

\[
\Omega_{\omega}(i) = \max_{y_T(i)} \left( \Delta \left( y_T(i), \hat{y}_T(i) \right) + \omega^T \left( \Gamma \left( a_T(i), \hat{y}_T(i) \right) - \Gamma(a_T(i), y_T(i)) \right) \right).
\]

(3.5)

**Optimization Algorithm** The problem in (3.5) can be solved by the modified bundle method in [112]. It iteratively searches for the increasingly tight quadratic upper and lower cutting
planes of the objective function until the gap between the two bounds reaches a predefined threshold. A cutting plane of a convex function is defined by its first-order Taylor approximation and can be calculated as [112]

\[ g_\omega = \omega^T \partial_\omega \Lambda(\omega) + b_\omega, \quad \text{where} \quad b_\omega = \Lambda(\omega) - \omega^T \partial_\omega \Lambda(\omega). \]

The algorithm is effective because of its very high convergence rate [112]. The bundle method specified for problem (3.5) is summarized in Algorithm 7:

**Algorithm 2 Learning the Model Parameter Through Bundle Method**

- **Input:** \( S = ((aT(1), yT(1)), \ldots, (aT(P), yT(P))), C, \varepsilon \)
- **Output:** Optimum model parameter \( \omega \)

1. Initialize \( \omega \) as \( \omega_0 \) using empirical values, \( \mathcal{G} \) (cutting plane set) \( \leftarrow \emptyset \).
2. for \( t = 0 \) to \( \infty \) do
3. \hspace{1em} for \( i = 1, \ldots, P \) do
   \hspace{2em} find the most violated label vector for each training instance, if any, using \( \omega_t \) (the value of \( \omega \) at the \( t^{th} \) iteration);
4. \hspace{1em} end for
5. \hspace{1em} find the cutting plane \( g_\omega_t \) of \( \Lambda(\omega) \) at \( \omega_t \):
   \hspace{2em} \( g_\omega_t = \omega^T \partial_\omega \Lambda(\omega_t) + b_\omega_t, \quad \text{where} \quad b_\omega_t = \Lambda(\omega_t) - \omega_t^T \partial_\omega \Lambda(\omega_t). \)
6. \hspace{1em} \( \mathcal{G} \leftarrow \mathcal{G} \cup g_\omega_t(\omega) \);
7. \hspace{1em} update \( \omega_t \):
   \hspace{2em} \( \omega_{t+1} = \arg\min_{\omega} f_\omega(\omega) \),
   \hspace{2em} \( f_{t+1}(\omega) = f_\omega(\omega_{t+1}) \),
   \hspace{2em} where \( f_\omega(\omega) = \frac{1}{2} \omega^T \omega + \max(0, \max_{j=1,\ldots,P} \omega^T g_j(\omega)) \).
8. \hspace{1em} \( \text{gap}_{t+1} = \min_{t' \leq t} f_\omega(t)(\omega_{t'+1}) - f_\omega(\omega_{t+1}) \);
9. \hspace{1em} if \( \text{gap}_{t+1} \leq \varepsilon \), then return \( \omega_{t+1} \);
10. end for

**Efficient Implementation** We call the label vector \( \hat{y}_T(i) \) of the \( i^{th} \) instance that maximizes \( \Omega_{\omega_t}(i) \) the most-violated label of the \( i^{th} \) instance in the \( (t + 1)^{th} \) iteration, if \( \Omega_{\omega_t}(i) > 0 \). If \( \Omega_{\omega_t}(i) \leq 0 \) for all \( \hat{y}_T(i) \), the constraints on \( i^{th} \) instance will not be violated in the \( (t + 1)^{th} \)
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iteration. In each iteration, we need to check and find the most-violated label for each instance. Finding the most violated label is NP hard (we need to enumerate all the possible label vectors). A greedy forward search is proposed in [22] to balance the computation efficiency and algorithm accuracy.

The computation of cutting planes requires knowledge of the most violated labels for all the training instances in each iteration. When the number of training instances is large, finding violated label for each instances in each iteration is inefficient. Like other online optimization techniques such as large scale SVM, we try to shrink the working space in order to improve efficiency. During the learning process, it is often revealed early that the constraints in (3.5) of certain instances are unlikely to be violated. Let us consider the history of violated instances over the last $k$ iterations. If the constraints of an instance are not violated at each of the last $k$ iterations, it is likely that they will not be violated before the optimum solution is reached. Considering that cutting planes do not depend on these instances in the subsequent iterations. Such instances are excluded from the working space and the solution space is stored. Since this heuristic can fail, the constraints for the eliminated instances are checked after convergence. If necessary, the optimization process is restarted from the solution stored previously. Also, to ensure the algorithm does not restart frequently, we maintain a minimum number $P_{\text{min}}$ of training instances in the working space.

### 3.2.3.2 Inference

With the learned model parameter vector $\omega$, we now describe how to identify the optimum label vector $y_{\text{test}}$ for an input instance $a_{\text{test}}$. Suppose the testing instance has $n$ activity-based segments $a_{\text{test}} = [a_{\text{test}}(1), ..., a_{\text{test}}(n)]$. The greedy forward search [22] is used to find the optimum labels of the targeted activities. We greedily instantiate the segment that, when labeled as an activity class of interest, can increase the value of compatibility function $F$ by the largest
amount. The algorithm stops when all the regions are labeled or labeling any other segments decreases the value of compatibility function $F$. Algorithm 6 gives the overview of the inference process. While this greedy search algorithm cannot guarantee a globally optimum solution, in practice it works well to find good solutions as demonstrated in the experimental results. The papers [64][22] give theoretical explanation of the effectiveness of the method in finding the optimum solution to the problems of the kind.

### Algorithm 3 Greedy Search Algorithm

**Input:** Testing instance  
**Output:** Interested activities $A$ and label vector $Y$

1. initialize $(A, Y) \leftarrow \{\emptyset, \emptyset\}$ and $F = 0$.
2. repeat
   \[
   \Delta F(a_i, y_i) = F((A, Y) \cup (a_i, y_i)) - F((A, Y));
   (a_i, y_i)^{opt} = \arg\max_{(a_i, y_i) \in (A)} \Delta F(a_i, y_i);
   (A, Y) \leftarrow (A, Y) \cup (a_i, y_i)^{opt};
   \]
3. end if all activities are labeled.

### 3.3 Structural Model

The above Struct-SVM-based approach separate activity segmentation and labeling. In [140], we proposed a structural model to explicitly model the durations, motion, intra-activity context and the spatio-temporal relationships between the activities. In this section, we described the structural model in [140]. With the obtained action segments in motion regions of interest, we learn a structural model that merges these segments into activities and generates the optimum activity labels for them.

Fig. 3.4 shows the framework of our approach. Given a video, we detect the motion regions using background subtraction. The segmentation algorithm aims to divide a continuous motion region into action segments, whose motion pattern is consistent and is different from its
The main challenge now is to develop a representation of the continuous video that respects the spatio-temporal relationships of the activities. To achieve this goal, we build upon existing well-known feature descriptors and spatio-temporal context representations that, when combined together, provide a powerful framework to model activities in continuous videos. Action segments that are related to each other in space and time are grouped together into activity sets. For each set, the underlying activities are jointly modeled and recognized by a structural model with the activity durations as the auxiliary variables. For the testing, the action segments, which are considered as the basic elements of activities, are merged together and assigned activity labels by inference on the structural model.

### 3.3.1 Feature Descriptors

Similar to the feature descriptors developed in section 3.4.1, we develop intra-activity motion feature $x$ and intra-activity context feature $g$ for each activity; inter-activity spatial context feature $sc$ and inter-activity context feature $tc$ for each pair of activities in the activity set under consideration.
3.3.2 Model Development

For an activity set $a$ with $n$ action segments, we assign an auxiliary duration vector $d = [d_1, \cdots, d_m]$ ($\sum_{i=1}^m d_i = n$) and a label vector $y = [y_1, \cdots, y_m]$. $y_i \in \{0, \cdots, M\}$ is the activity label of the $i^{th}$ activity and $d_i$ is its activity duration, for $i = 1, \cdots, m$. Thus, for $a = [a_1, \cdots, a_m]$, $a_i$ is the $i^{th}$ activity in the set. Assume $x_i \in \mathbb{R}^{D_x}$ and $g_i \in \mathbb{R}^{D_g}$ to be the motion feature and intra-activity context feature of instance $a_i$, and $D_x$ and $D_g$ to be the dimension of $x_i$ and $g_i$ respectively. $\omega_{d,y_i} \in \mathbb{R}^{D_d}$, $\omega_{x,y_i} \in \mathbb{R}^{D_x}$ and $\omega_{g,y_i} \in \mathbb{R}^{D_g}$ are the weight vectors that capture the valid duration, motion and intra-activity context patterns of activity class $y_i$. $sc_{ij} \in \mathbb{R}^{D_{sc}}$ and $tc_{ij} \in \mathbb{R}^{D_{tc}}$ are the inter-activity context features associated with $a_i$ and $a_j$. $D_{sc}$ and $D_{tc}$ are the dimensions of $sc_{ij}$ and $tc_{ij}$ respectively. $\omega_{sc,y_i,y_j} \in \mathbb{R}^{D_{sc}}$ and $\omega_{tc,y_i,y_j} \in \mathbb{R}^{D_{tc}}$ are the weight vectors that capture the valid spatial and temporal relationships of activity classes $y_i$ and $y_j$. In general, dimensions of the same kind of feature can be different for each activity class/class pairs. Four potentials are developed to measure the compatibilities between the assigned variables $(y, d)$ and the observed features of activity set $a$.

**Activity-duration potential** measures the compatibility between the activity label $y_i$ and its duration $d_i$ for activity $a_i$. It is defined as

$$F_d(y_i, d_i) = d_i \omega_{d,y_i}^T I(d_i).$$

(3.6)

If $d_{\text{max}}$ is the maximum duration of an activity, $I(d_i)$ generates a $d_{\text{max}} \times 1$ vector with one for the $(d_i)^{th}$ element and zeros otherwise.

**Intra-activity motion potential** measures the compatibility between the activity label of $a_i$ and the intra-activity motion feature $x_i$ developed from the associated action segments as

$$F_x(y_i, d_i) = d_i \omega_{x,y_i}^T x_i.$$  

(3.7)
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Intra-activity context potential measures the compatibility between the activity label of \( a_i \) and its intra-activity context feature \( g_i \) as

\[
F_g(y_i, d_i) = d_i \omega_{g, y_i}^T g_i. \tag{3.8}
\]

Inter-activity context potential measures the compatibility between the activity labels of \( a_i \) and \( a_j \) and their spatial and temporal relationships \( sc_{ij} \) and \( tc_{ij} \) as

\[
F_{sc, tc}(y_i, y_j, d_i, d_j) = d_i d_j (\omega_{sc, y_i, y_j}^T sc_{ij} + \omega_{tc, y_i, y_j}^T tc_{ij}). \tag{3.9}
\]

Combined potential function \( F(a, y, d) \) is defined to measure the compatibility between \((y, d)\) of the activity set \( a \) and its features:

\[
F(a, y, d) = \sum_{i=1}^{m} F_d(y_i, d_i) + \sum_{i=1}^{m} F_y(y_i, d_i)
+ \sum_{i, j=1}^{m} F_{sc, tc}(y_i, y_j, d_i, d_j). \tag{3.10}
\]

The optimum assignment of \((y, d)\) for \( a \) maximizes the potential function \( F(a, y, d) \).

### 3.3.3 Model Learning and Inference

#### 3.3.3.1 Learning Model Parameters

We define the weight vector \( \omega \) as the concatenation of all the weight vectors defined above as

\[
\omega = [\omega_d^T, \omega_y^T, \omega_g^T, \omega_{sc}^T, \omega_{tc}^T]^T, \tag{3.11}
\]
where $\omega_d$ is obtained by concatenating the $w_{d,y}$ for all the $M+1$ activity classes. $\omega_y$, $\omega_g$, $\omega_{sc}$ and $\omega_{tc}$ are developed similarly. Thus, the potential function $F(a,y,d)$ can be converted into a linear function with a single parameter $\omega$,

$$F(a,y,d) = \omega^T \Gamma(a,y,d),$$

(3.12)

where $\Gamma(a,y,d)$, called the joint feature of activity set $a$, can be easily obtained from (3.10).

Suppose we have $P$ activity sets for training. Let the training set be $(A,Y,H) = (a_1,y_1,d_1),...,(a_P,y_P,d_P)$, where $a^i$ is the activity set, $y^i$ is the label vector and $d^i$ is the auxiliary vector. The loss function for assigning $a^i$ with $(\hat{y}^i, \hat{d}^i)$, $\Delta(a^i,\hat{y}^i,\hat{d}^i)$, equals the number of action segments that associate with incorrect activity labels (an action segment is mislabeled if over half of the segment is mislabeled). The learning problem can now be written as

$$\omega^* = \arg \min_{\omega} \left\{ \frac{1}{2} \omega^T \omega - C \sum_{i=1}^{P} \omega^T \Gamma(a^i,y^i,d^i) \right\} + C \sum_{i=1}^{P} \max_{(\hat{y},\hat{d})} \left[ \omega^T \Gamma(a^i,\hat{y},\hat{d}) + \Delta(a^i,\hat{y}^i,\hat{d}^i) \right],$$

(3.13)

where $C$ controls the tradeoff between the errors in the training model and margin maximization [8]. The problem in (3.13) can be converted to an unconstrained convex optimization problem [22] and solved by the modified bundle method in [112]. It iteratively searches for the increasingly tight quadratic upper and lower cutting planes of the objective function until the gap between the two bounds reaches a predefined threshold. The algorithm is effective because of its high convergence rate [112]. We set all weights related to background activities to be zeros.
3.3.3.2 Inference

With the learned model parameter vector $\omega$, we now describe how to identify the optimum label vector $y_{test}$ and duration vector $d_{test}$ for an input instance $a_{test}$. Suppose the testing instance has $n$ action segments. Greedy forward search [22] is used to find the optimum labels and durations of the targeted activities. The potential function $F$ is initialized as 0. We greedily instantiate $d_i$ consecutive segments denoted as $a_i$ that, when labeled as a specific activity class, can increase the weighted value of the compatibility function, $F$, by the largest amount. The algorithm stops when all the action segments are labeled. Algorithm 6 gives the overview of the inference process. The time complexity of the greedy search is $O(d_{max}Mn^2)$. While this greedy search algorithm cannot guarantee a globally optimum solution, in practice it works well to find good solutions for problems of our kinds [22].

**Algorithm 4 Greedy Search Algorithm**

*Input:* Testing instance with $n$ action segments  
*Output:* Interested activities $A$, label vector $Y$ and the duration vector $D$

1. initialize $(A,Y,D) \leftarrow \{\emptyset, \emptyset, \emptyset\}$ and $F = 0$.

2. repeat

   $\Delta F(a_i, y_i, d_i) = F((A,Y,D) \cup (a_i, y_i, d_i)) - F(A,Y,D)$;

   $(a_i, y_i, d_i)^{opt} = \arg \max_{a_i \not\in A} \Delta F(a_i, y_i, d_i)$;

   $(A,Y,D) \leftarrow (A,Y,D) \cup (a_i, y_i, d_i)^{opt}$;

3. end if $\Delta F(a_i, y_i, d_i) < 0$ or $\sum_i d_i^{opt} = n$.

3.4 Hierarchical-CRF

In [141], we proposed a higher-order CRF as well as a hierarchical-CRF model which represents the related activities in a hidden activity layer interacting with a lower-level action layer. Representing activities as hidden activity variables simplifies the inference problem, by
associating each hidden activity with a small set of neighboring action segments, and enables efficient iterative learning and inference algorithms. Rather than modeling only the activity-level context, we also implicitly or explicitly model the contextual relationships between actions, as well as those between action and activity. Specifically, the modeling of more aspects of the activities of interest adds additional feature functions that measure both action and activity variables. Since more information about the activities to be recognized is modeled, the recognition accuracy is improved as demonstrated by the experiments. In this section, we describe the two graphical models.

After obtaining action segments, we perform an initial labeling to group adjacent action segments into semantically meaningful activities using a baseline activity detector. Any existing activity detection method, such as sliding window bag-of-words (BOW) with a support vector machine (SVM) [75] can be used in this step. We call the labeled groups of action segments as the candidate activities. Candidate activities that are related to each other in space and time are grouped together into activity sets. For each set, the underlying activities are jointly modeled and recognized with the proposed two-layer Conditional Random Field model, which models the hierarchical relationship between the action segments and activities. We refer this proposed two-layer Hierarchical-CRF as Hierarchical-CRF in short for simplicity of expression. First, the action layer is modeled as a linear-chain CRF model with the activity labels with the action segments as the random variables. Latent activity variables, which represent the detected activities, are then introduced in the hidden activity layer. Doing so, action-activity consistency and intra-activity potentials, as the higher-order smoothness potentials, can be introduced into the model to smooth the preliminary activity labels in the action layer. Finally, the activity layer variables, whose underlying activities are within the neighborhoods of each other in space and time, are connected to utilize the spatial and temporal relationships between activities. The resulting model is the action-based two-layer Hierarchical-CRF model.
Potentials in and between the action and activity layers are developed to represent the motion and context patterns of individual variables and groups of them in both action and activity levels, as well as action-activity consistency patterns between variables in the two layers. The action-activity potentials upon sets of action nodes and their corresponding activity nodes are introduced between action and activity layers. Such potentials, as smoothness potentials, are used to enforce label consistency of action segments within activity regions while allowing the label inconsistency for certain circumstances. This allows the rectification of the preliminary activity labels of action segments during the inference of the Hierarchical-CRF model according to the motion and context patterns in and between actions and activities.

Fig. 3.5 shows the framework of our approach. Given a video, we detect the motion regions using background subtraction. Then, the segmentation algorithm aims to divide a continuous motion region into action segments, whose motion pattern is consistent and is different from its adjacent segments. These action segments, as the nodes in the action layer, are modeled as a linear-chain CRF and the proposed Hierarchical-CRF model is built accordingly as
The model parameters are learned automatically from weakly-labeled training data with the location and labels of activities of interest. Image-level features are detected and organized to form the context for activities. Common sense domain knowledge about the activities of interest is used to guide the formulation of these context features within activities from the weakly-labeled training data. We utilize a structural model in a max-margin framework, iteratively inferring the hidden activity variables and learning the parameters of different layers. For the testing, the action segments, which are merged together and assigned with activity labels by the preliminary activity detection method, are relabeled through inference on the learned Hierarchical-CRF model.

3.4.1 Feature Descriptors

We now define the concepts we use for the feature development. An activity is a 3D region consisting of one or multiple consecutive action segments. An agent is the underlying moving person(s) or a trajectory. Motion region at frame $n$ is the region surrounding the moving objects of interest in the $n^{th}$ frame of the activity. Activity region is the smallest rectangle region that encapsulates the motion regions over all frames of the activity. In general, same type of features for different class or class pair can be different. There are mainly three kinds of features in our model: action-layer features, action-activity features and activity-layer features, which can be further divided into five types of features. We now describe how to encode motion and context information into feature descriptors.

**Intra-Action Feature**: $\phi_{\nu}(x^\mu_a, y^\mu_a)$ encodes the motion information of the action segment $i$ that is extracted from low-level motion features such as STIP features. Since in the action layer, we obtain action segments by utilizing their discriminative motion patterns, we use only motion features for the development of action-layer features. STIP histograms are generated
for each action segment using bag-of-word method [75]. We train a kernel multi-SVM upon action segments to generate the normalized confidence scores, \( s_{i,j} \), of classifying the action segment \( i \) as activity class \( j \), where \( j \in \{0, 1, \ldots, M\} \), such that \( \sum_{j=0}^{M} s_{i,j} = 1 \). In general, any kind of classifier and low-level motion features can be used here. Given an action segment \( i \),

\[
\varphi_{i}^{x}(x_{i}^{a}, y_{i}^{a}) = [s_{i,0}, \ldots, s_{i,M}]^T
\]

is developed as the intra-action feature descriptor of action segment \( i \).

**Inter-Action Feature:** \( \varphi_{\varepsilon}(x_{i}^{a}, x_{j}^{a}, y_{i}^{a}, y_{j}^{a}) \) encodes the probabilities of coexistence of action segments \( i \) and \( j \) according to their features and activity labels. \( \varphi_{\varepsilon}(x_{i}^{a}, x_{j}^{a}, y_{i}^{a}, y_{j}^{a}) = I(y_{i}^{a})I(y_{j}^{a}) \), where \( I(y_{k}^{a}) \) is the Dirac measure that equals 1 if the true label of segment \( k \) is \( y_{k}^{a} \) and equals to 0 otherwise, for \( k = i, j \).

**Action-Activity Consistency Feature:** \( \varphi_{c,l}(y_{a}^{c}, y_{h}^{c}) \) encodes the labeling information within clique \( c \) as

\[
\varphi_{c,l}(y_{a}^{c}, y_{h}^{c}) = \begin{cases} 1 & \text{if } y_{h}^{c} = l_{f} \\ \frac{\sum_{a \in c} I(y_{a}^{a} = y_{h}^{c})}{N_{c}} & y_{h}^{c} \in \mathcal{L} \end{cases}
\]

where \( I(\cdot) \) is the Dirac measure and \( N_{c} \) is the number of action segments in clique \( c \).

**Intra-Activity Feature:** \( \varphi_{c,f}(x_{a}^{c}, x_{h}^{c}, y_{a}^{c}, y_{h}^{c}) \) encodes the intra-activity motion and context information of activity \( c \). To capture the motion pattern of an activity, we use the intra-action features of action segments which belong to the activity. Given an activity, \([\max_{i \in \mathbb{A}} s_{i,0}, \ldots, \max_{i \in \mathbb{A}} s_{i,M}]\) is developed as the intra-activity motion feature descriptor, where \( \mathbb{A} \) is a list of action segments in activity \( c \).

Intra-activity context feature captures the context information about the agents and relationships between the agents, as well as the the interacting objects (e.g. the object classes, interactions between agents and their surroundings). We define a set, \( \mathcal{G} \), of attributes that describes such context for activities of interest, using common-sense knowledge about the ac-
tivities of interest (how to identify such attributes automatically is another research topic that we do not address in this dissertation). For a given activity, whether the defined attributes are true or not are determined from image-level detection results. The resulting feature descriptor is a normalized feature histogram. The attributes used and the development of intra-activity context features are different for different tasks (please refer to Section 3.6.1.2 for the details).

Finally, the weighted motion and context features are used as the input to a multi-SVM and the output confidence scores are used to develop the intra-activity feature as \( \varphi_{c,f}(x_c^a,y_c^h) = [s_{c,0},...,s_{c,M}]^T \).

**Inter-Activity Spatial and Temporal Features:** \( \varphi_{sc}(x_s^h,x_d^h,y_s^h,y_d^h) \) and \( \varphi_{tc}(x_s^h,x_d^h,y_s^h,y_d^h) \) capture the spatial and temporal relationships between activities \( s \) and \( d \). Define the scaled distance between activities \( s \) and \( d \) at the \( n^{th} \) frame of \( s \) as

\[
rs(s(n),d) = \frac{D(O_s(n),O_d)}{R_s(n) + R_d},
\]

where \( O_s(n) \) and \( R_s(n) \) denote the center and radius of the motion region of activity \( s \) at its \( n^{th} \) frame and \( O_d \) and \( R_d \) denote the center and radius of the activity region of activity \( d \). \( D(\cdot) \) denotes the Euclidean distance. Then, the spatial relationship of \( s \) and \( d \) at the \( n^{th} \) frame is modeled by \( sc_{sd}(n) = bin(rs(s(n),d)) \) as in Fig. 3.11 (a). The normalized histogram \( sc_{sd} = \frac{1}{N_f} \sum_{n=1}^{N_f} sc_{sd}(n) \) is the inter-activity spatial feature of activity \( s \) and \( d \).

Let \( TC \) be defined by the following temporal relationships: \( n^{th} \) frame of \( s \) is before \( d \), \( n^{th} \) frame of \( s \) is during \( d \) and \( n^{th} \) frame of \( s \) is after \( d \). \( tc_{sd}(n) \) is the temporal relationship of \( s \) and \( d \) at the \( n^{th} \) frame of \( s \) as shown in Fig. 3.11 (b). The normalized histogram \( tc = \frac{1}{N_f} \sum_{n=1}^{N_f} tc_{sd}(n) \) is the inter-activity temporal context feature of activity \( s \) with respect to activity \( d \).
3.4.2 Model Development

CRF is a discriminative model often used usually used for labeling problems of image and image objects. Essentially, CRF can be considered as a special version of Markov Random Field (MRF) where the variable potentials are conditioned on the observed data. Let \( x \) be the model observations and \( y \) be the label variables. The posterior distribution \( p(y|x, \omega) \) of the label variables over the CRF is a Gibbs distribution and is usually represented as

\[
p(y|x, \omega) = \frac{1}{Z(x, \omega)} \prod_{c \in C} \exp(\omega_c^T \phi_c(x, y_c)),
\]

where \( \omega_c \) is a model weight vector, which needs to be learned from training data. \( Z(x, \omega) \) is a normalizing constant called the partition function. \( \phi_c(x, y_c) \) is a feature vector derived from the observation \( x \) and the label vector, \( y_c \), in the clique \( c \).

The potential function of the CRF model given the observations \( x \) and model weight vector \( \omega \) is defined as

\[
\psi(y|x, \omega) = \sum_c \omega_c^T \phi_c(x, y_c).
\]

For the development of the Hierarchical-CRF model, the action layer is first modeled as a linear-chain CRF. Activity layer variables which are associated with detected activities are then introduced for the smoothing of the action-layer variables. Finally, activity-layer variables are connected to represent the spatial and temporal relationships between activities. The evolution of the proposed two-layer Hierarchical-CRF model from the one-layer CRF model is shown in Fig. 3.6. Details on the development of these models will be described in the following sub-sections. The various feature vectors used for the calculation of the potentials are described in Section 3.4.1.
Figure 3.6: Illustration of CRF models for activity recognition. (a): Action-based Linear-Chain CRF; (b): Action-based higher-order CRF model (with latent activity variables); (c): Action-based two-layer HCRF. Note that all the observations for the random variables are omitted for compactness. One action segment denotes a random variable in the action layer, whose value is the activity label for the action segment. A colored circle denotes a random variable in the activity layer, whose value is the label for its connected clique. As shown in (a), in the action layer, action segments that belong to the same trajectory are modeled as a linear-chain CRF. Then, hidden activity-level variables with action-activity edges (in light blue) are added for each action cliques to form higher-order CRF as shown in (b). An activity nodes and its associated action nodes have a same color. Finally, pair-wise activity edges (in red) are added to form the proposed two-layer HCRF model.

Symbols used in this figure.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y_a^i )</td>
<td>label variable for action segment ( i ), ( y_a^i \in L_a ), where ( L_a = {0, 1, \ldots, M} ) and ( a ) denotes the action-layer and ( i ) denotes the index of the action segment.</td>
</tr>
<tr>
<td>( y_h^c )</td>
<td>label variable for activity ( c ), ( y_h^c \in L_h ), where ( L_h = {0, 1, \ldots, M} \bigcup L_f ) and ( h ) denotes the hidden activity layer and ( c ) denotes the index of the hidden activity.</td>
</tr>
</tbody>
</table>
3.4.2.1 Action-Based Linear-Chain CRF

We first describe the linear-chain CRF model in Fig. 3.6(a). We first define the following items: \( \psi_\nu(y^a_i|x, \omega) \), which measures the compatibility of the observed feature of \( i \) and its label \( y^a_i \); \( \psi_\varepsilon(y^a_i,y^a_j|x, \omega) \), which measures the consistency between two connected action segments \( i \) and \( j \). Let \( \mathcal{V}^a \) be the set of vertices, each representing an action segment as the element in the action layer and \( \mathcal{E}^a \) denotes the set of connected action pairs. The potential function of the action-layer linear-chain CRF is

\[
\psi(y^a|x, \omega) = \sum_{i \in \mathcal{V}^a} \psi_\nu(y^a_i|x, \omega) + \sum_{ij \in \mathcal{E}^a} \psi_\varepsilon(y^a_i,y^a_j|x, \omega)
\]

\[= \sum_{i \in \mathcal{V}^a} \omega^a_\nu_{y^a_i} \phi_\nu(x^a_i, y^a_i) + \sum_{ij \in \mathcal{E}^a} \omega^a_\varepsilon_{y^a_i,y^a_j} \phi_\varepsilon(x^a_i, x^a_j, y^a_i, y^a_j), \]

where \( \phi_\nu(x^a_i, y^a_i) \) is the intra-action feature vector that describes action segment \( i \).

\( \omega^a_\nu_{y^a_i} \) is the weight vector of the intra-action features for class \( y^a_i \). \( \phi_\varepsilon(x^a_i, x^a_j, y^a_i, y^a_j) \) is the inter-action feature, which is derived from the labels \( y^a_i, y^a_j \) and intra-action feature vectors \( x^a_i \) and \( x^a_j \).

\( \omega^a_\varepsilon_{y^a_i,y^a_j} \) is the weight vector of the inter-action features for class pair \( y^a_i, y^a_j \).

3.4.2.2 Incorporating Higher Order Potentials

According to experimental observations, action segments in a candidate activity region, which are generated by activity detection methods [138], tend to have the same activity labels. However, consistent labeling is not guaranteed due to inaccurate detections. Let an action clique \( c^a \) denote the union of action segments in a candidate activity \( c \). The linear-chain CRF can be converted to a higher-order CRF by adding a latent activity variable \( y^h_c \), representing the label of \( c \), for each action clique \( c^a \). All action variables associated with the same activity variable are connected. Then, the associated higher-order potential \( \psi_c(y^a_c|x, \omega) \) is introduced to
encourage action segments in the clique $c^a$ to take the same label, while still allowing some of them to have different labels without additional penalty. The resulting CRF model is shown in 3.6 (b). The potential function $\psi$ for the higher-order CRF model is represented as

$$\psi(y^a, y^h_c|\mathbf{x}, \omega) = \sum_{i \in y^a} \omega_{y^a_i, y^a}^a T \varphi_a(x^a_i, y^a_i)$$

$$+ \sum_{i,j \in \{E\}^a} \omega_{y^a_i, y^a_j}^a T \varphi_e(x^a_i, x^a_j, y^a_i, y^a_j) + \sum_{c \in C^{ah}} \psi_c(y^a_c|\mathbf{x}, \omega),$$

where $E^{na}$ denotes the set of connected action pairs in the new model. $C^{ah}$ is the set of action-activity cliques and each action-activity clique $c$ in $C^{ah}$ corresponds to an action clique $c^a$ in the action layer and its associated activity $c$ in the activity layer. Let $\mathcal{L} = 0, 1, \cdots, M$ be the activity label set in the action layer, from which the action variables may take values. The activity variable $y^h_c$ takes values from an extended label set $\mathcal{L}_h = \mathcal{L} \cup l_f$, where $\mathcal{L}$ is the set of variable values in the action layer. When an activity variable takes value $l_f$, it allows its child variables to take different labels in $\mathcal{L}$, without additional penalty upon label inconsistency.

We define $\varphi_{c,f}(y^a_c, y^h_c)$ as the action-activity consistency feature of activity $c$, and $\omega_{c,f,y^h_c}^{ah}$ to be the weight vector of the action-activity consistency feature for class $y^h_c$. Define $\varphi_{c,f}(y^a_c, y^h_c)$ as the intra-activity feature for activity $c$, and $\omega_{c,f,y^h_c}^{ah}$ to be the weight vector of intra-activity feature for class $y^h_c$. The corresponding action-activity higher-order potential can be defined as

$$\psi(y^a_c|\mathbf{x}, \omega) = \max_{\psi_c} \omega_{c,f,y^h_c}^{ah} T \varphi_{c,f}(x^a_c, y^h_c)$$

$$= \max_{\psi_c} \left[ \omega_{c,f,y^h_c}^{ah} T \varphi_{c,f}(y^a_c, y^h_c) + \omega_{c,f,y^h_c}^{ah} T \varphi_{c,f}(x^a_c, y^h_c) \right],$$

where $\omega_{c,f,y^h_c}^{ah} T \varphi_{c,f}(y^a_c, y^h_c)$ measures the labeling consistency within the activity $c$. Intuitively, the higher-order potentials are constructed such that a latent variable tends to take a label from $\mathcal{L}$ if majority of its child nodes take the same value, and take the label $l_f$ if its child nodes take diver-
sified values. $\omega_{c,f,c}^{ah} T \varphi_c(f(x_c,y_c))$ is the intra-activity potential that measures the compatibility between the activity label of clique $c$ and its activity features.

### 3.4.2.3 Incorporating Inter-Activity Potentials

As stated before, it would be helpful to model the spatial and temporal relationships between activities. For this reason, we connect activity nodes in the higher-order CRF model. The resulting CRF is shown in Fig. 3.6(c). We define $\varphi_{sc}(x_h^s, x_h^d, y_h^s, y_h^d)$ as the inter-activity spatial feature that encodes the spatial relationship between activities $s$ and $d$, and $\omega_{sc,y_h^s,y_h^d}^{h}$ to be the weight vector of inter-activity spatial feature for class pair $(y_h^s, y_h^d)$. Define $\varphi_{tc}(x_h^s, x_h^d, y_h^s, y_h^d)$ as the inter-activity temporal feature that encodes the temporal relationship between activities $s$ and $d$, and $\omega_{tc,y_h^s,y_h^d}^{h}$ to be the weight vector of inter-activity temporal feature for class pair $(y_h^s, y_h^d)$.

The pairwise activity potential between clique $s$ and $d$ is defined as

$$
\psi(y^h|x, \omega) = \sum_{s,d \in \mathcal{K}} [\omega_{sc,y_h^s,y_h^d}^{h} T \varphi_{sc}(x_h^s, x_h^d, y_h^s, y_h^d) + \omega_{tc,y_h^s,y_h^d}^{h} T \varphi_{tc}(x_h^s, x_h^d, y_h^s, y_h^d)],
$$

where $\omega_{sc,y_h^s,y_h^d}^{h} T \varphi_{sc}(x_h^s, x_h^d, y_h^s, y_h^d)$ is the pairwise spatial potential between activities $s$ and $d$ that measures the compatibility between the candidate labels of $s$ and $d$ and their spatial relationship.

$\omega_{tc,y_h^s,y_h^d}^{h} T \varphi_{tc}(x_h^s, x_h^d, y_h^s, y_h^d)$ is the pairwise temporal potential between activities $s$ and $d$ that measures the compatibility between the candidate labels of $s$ and $d$ and their temporal relationship.

### 3.4.3 Model Learning and Inference

The parameters of the overall potential function $\psi(y|x, \omega)$ for the two-layer hierarchical CRF include $\omega_{c,e}^{a}, \omega_{c,l}^{a}, \omega_{c,f}^{ah}, \omega_{sc}^{h}$ and $\omega_{tc}^{h}$. We define the weight vector as the concatenation...
tion of these parameters:

$$\omega = [\omega_a^a, \omega_a^e, \omega_{aj}^h, \omega_{aj}^{ah}, \omega_h^c, \omega_h^f, \omega_h^{sc}, \omega_h^{tc}].$$

(3.21)

Thus, the potential function, \(\psi(y|x, \omega)\), can be converted into a linear function with a single parameter \(\omega\) as

$$\psi(y^a) = \max_{\hat{y}^a} \omega^T \Gamma(x, y^a, y^h),$$

(3.22)

where \(\Gamma(x, y^a, y^h)\), called the joint feature of activity set \(x\), can be easily obtained by concatenating various feature vectors in (3.18),(3.19) and (3.20).

### 3.4.3.1 Learning Model Parameters

Suppose we have \(P\) activity sets for learning. Let the training set be \((X, Y^a, Y^h) = (x^1, y^{1,a}, y^{1,h}), \ldots, (x^P, y^{P,a}, y^{P,h})\), where \(x^i\) denotes the \(i^{th}\) activity set as well as the observed features of the set. \(y^{i,a}\) is the label vector in the action layer and \(y^{i,h}\) is the label vector in the hidden activity layer. While there are various ways of learning the model parameters, we choose a task-oriented discriminative approach. We would like to train the model in such a way that it increases the average precision scores on a training data and thus tend to produce the correct activity labels for each action segment.

A natural way to learn the model parameter \(\omega\) is to adopt the latent structural SVM. The loss \(\Delta(x^i, \hat{y}^{i,a})\) of labeling \(x^i\) with \(\hat{y}^{i,a}\) in the action layer equals the number of action segments that associate with incorrect activity labels (an action segment is mislabeled if over half of the segment is mislabeled). From the construction of the higher-order potentials in section 3.4.2.2, it is observed that, in order to achieve the best labeling of the action segments, the op-
timum latent activity label of an action clique must be the dominant ground truth label $l_c$ of its child nodes in the action layer; or the free label $l_f$ if no dominant label exists for the action clique. Thus the loss $\Delta(x^i, \hat{y}^{i,h})$ of labeling the activity layer of $x^i$ with $\hat{y}^{i,h}$ is

$$\Delta(x^i, \hat{y}^{i,h}) = \sum_{c \in Y_h} I(y_c^{i,h} \neq \{l_c, l_f\}),$$  \hspace{1cm} (3.23)

where $I(\cdot)$ is the indicator function which equals 1 if the inside equation is satisfied and 0 otherwise. (3.23) counts the number of activity labels in $\hat{y}^{i,h}$ that are neither a free label nor the dominant label of its child nodes. Finally, the loss function of assigning $x^i$ with $(\hat{y}^{i,a}, \hat{y}^{i,h})$ is defined as the summation of the two, that is

$$\Delta(x^i, \hat{y}^{i,a}, \hat{y}^{i,h}) = \Delta(x^i, \hat{y}^{i,a}) + \Delta(x^i, \hat{y}^{i,h}).$$  \hspace{1cm} (3.24)

Next, we define a convex function $F(\omega)$ and a concave function $J(\omega)$ as

$$F(\omega) = \frac{1}{2} \omega^T \omega$$  \hspace{1cm} (3.25)
$$+ C \sum_{i=1}^{P} \max_{(y^{i,a}, y^{i,h})} \left[ \omega^T \Gamma \left( x^i, y^{i,a}, y^{i,h} \right) + \Delta \left( x^i, \hat{y}^{i,a}, \hat{y}^{i,h} \right) \right],$$

and

$$J(\omega) = -C \sum_{i=1}^{P} \max_{y^{i,h}} \omega^T \Gamma \left( x^i, y^{i,a}, y^{i,h} \right).$$

The model learning problem is given as:

$$\omega^* = \arg \min_{\omega} \left[ F(\omega) + J(\omega) \right]$$  \hspace{1cm} (3.26)

Although the objective function to be minimized in (3.26) is not convex, it is a combination of a convex function and a concave function [82]. Such kind of problems can be solved using the Concave-Convex Procedure (CCCP) [131, 132]. We describe an algorithm similar to
the CCCP in [131] that iteratively infers the latent variables $y_{i,h}^t$ for $i = 1, \ldots, P$ and optimizes the weight vector $\omega$. The inference and optimization procedures continue until convergence or a predefined maximum number of iterations is reached.

The limitation of all learning algorithms that involve gradient optimization is that they are susceptible to local extrema and saddle points [56]. Thus, the performance of the proposed latent structural model is sensitive to initialization. There have been many works dealing with the problem of learning the parameters of hierarchical models [27, 111]. We use a coarse to fine scheme that separately initializes the model parameters using piecewise training, and then refines the model parameters jointly in a globally optimum manner. Specifically, the separately learned model parameters are used as the initialization values for the proposed learning algorithm. Given the weakly labeled training data with activity labels for each action segment, the dominant label $l_c$ for each action clique can be determined. We initialize the latent activity variable of $c$ with the dominant label $l_c$ of its action clique $e^a$, and with $l_f$ if there is no dominant label for $e^a$.

In the “E step”, we infer latent variables using the previously learned weight vector $\omega_t$ (or the initially assigned weight vector for the first iteration) leading to

$$y_{i,h}^{t+1} = \arg \max_{y_{i,h}} \omega_t^T \Gamma\left(x_i, y_{i,a}, y_{i,h}\right).$$

Then, in the “M step”, with the inferred latent variable $y_{i,h}^{t+1}$, we solve a fully visible structural SVM (SSVM). Let us define the risk function at iteration $t + 1$, $\Lambda_t(\omega)$, as

$$\Lambda_{t+1}(\omega) = C \sum_{i=1}^P \max_{\hat{y}_{i,a}} \left\{ \Delta\left(x_i, \hat{y}_{i,a}, \hat{y}_{i,h}^t\right) + \omega^T \left[ \Gamma\left(x_i, \hat{y}_{i,a}, \hat{y}_{i,h}^t\right) - \Gamma\left(x_i, y_{i,a}, y_{i,h}^{t+1}\right) \right] \right\}.$$
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Thus, the optimization problem in (3.26) is converted to a fully visible SSVM as

$$\omega_{t+1}^* = \arg \min_{\omega} \left\{ \frac{1}{2} \omega^T \omega + \Lambda_{t+1}(\omega) \right\}. \quad (3.29)$$

The problem in (3.29) can be converted to an unconstrained convex optimization problem [138] and solved by the modified bundle method in [114]. The algorithm iteratively searches for the increasingly tight quadratic upper and lower cutting planes of the objective function until the gap between the two bounds reaches a predefined threshold. The algorithm is effective because of its very high convergence rate [112]. The visible SSVM learning algorithm specified for our problem is summarized in Algorithm 7.

**Algorithm 5** Learning the model parameter in (3.29) through bundle method

---

**Input:** $S = ((a_T(1), y_T(1)), \ldots, (a_T(P), y_T(P)))$, $\omega_t^*, y_i, h_{t+1}^i, C, \epsilon$

**Output:** Optimum model parameter $\omega_{t+1}^*$

1. initialize $\omega_0^{t+1}$ with $\omega_t^*$, $\mathcal{G}_{t+1}$ (cutting plane set) $\leftarrow \emptyset$.
2. for $k = 0$ to $\infty$
3. for $i = 1, \ldots, P$
   - find the most violated label vector for each training instance, if any, using $\omega_k^{t+1}$ (the value of $\omega_{t+1}$ at the $k$th iteration);
   - $g_{\omega_k^{t+1}} = \omega_k^{t+1} \partial_\omega \Lambda_{t+1}(\omega_k^{t+1}) + b_{\omega_k^{t+1}}$,
   - where $b_{\omega_k^{t+1}} = \Lambda_{t+1}(\omega_k^{t+1}) - \omega_k^{t+1}^T \partial_\omega \Lambda(\omega_{t+1})$.
4. $\mathcal{G}_{t+1} \leftarrow \mathcal{G}_{t+1} \cup g_{\omega_k^{t+1}}(\omega)$;
5. find the cutting plane $g_{\omega_k^{t+1}}$ of $\Lambda(\omega)$ at $\omega_k^{t+1}$;
6. update $\omega_{k+1}$:
   - $\omega_{k+1} = \arg \min_{\omega} F_{\omega_k^{t+1}}(\omega)$,
   - where $F_{\omega_k^{t+1}}(\omega) = \frac{1}{2} \omega^T \omega + \max(0, \max_{j=1, \ldots, k} g_{\omega_j}^{t+1}(\omega))$.
7. $\text{gap}_{k+1} = \min_{1 \leq k \leq k} F_{\omega_k^{t+1}}(\omega_{k+1}^{t+1}) - F_{\omega_k^{t+1}}(\omega_{k+1}^{t+1})$;
8. if $\text{gap}_{k+1} \leq \epsilon$, then return $\omega_{t+1}^* = \omega_{k+1}^*$;
9. end for

---
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3.4.3.2 Inference

Suppose the model parameter vector $\omega$ is given. We now describe how to identify the optimum label vector $y^a$ for a test instance $x$ that maximizes (3.22). The inference problem is generally NP hard for multi-class problems, thus MAP inference algorithms, such as loopy belief propagation [82], are slow to converge. We propose an approximation method that alternatively optimizes the hidden variable $y^h$ and the label vector $y^a$. Such an algorithm is guaranteed to increase the objective at every iteration [82]. Let us define the activity layer potential function as

$$\psi^h(y^h) = \sum_{c \in C_a} \psi(y^a_c|x, \omega) + \psi(y^h|x, \omega).$$  \hspace{1cm} (3.30)

For each iteration, with current predicted label vector $y^a$ fixed, the inference sub-problem is to find the $y^h$ that maximizes $\psi^h(y^h)$. An efficient greedy search method is used to find the optimum $y^h$ as described in Algorithm 6. In order to simplify the inference, we force the edge weights between non-adjacent actions to be zeros. With the inferred hidden variable $y^h$, the model is reduced to a one-layer discriminative CRF. The inference sub-problem of finding the optimum $y^a$ can now be solved by computing the exact mixed integer solution. We initialize the process by holding the hidden variable fixed using the values obtained from automatic activity detection. The process continues until convergence or a predefined maximum number of iterations is reached.

3.5 Computational Analysis

Since the computational complexity of the training and inference of CRF models depend mainly on the computational complexity of the inference procedure, we now discuss the
Algorithm 6 Greedy Search Algorithm for the sub-problem of finding optimum hidden variable $y^h$

**Input:** Testing Instance with Action Layer Labels $y^a$

**Output:** Hidden variable labels $y^h$

1. initialize $(y^h, y^h) \leftarrow \{\emptyset, \emptyset\}$ and $\psi^h = 0$.

2. repeat
   
   $\Delta \psi^h(y^h_c) = \psi(y^h \cup y^h_c) - \psi(y^h)$;

   $y^h_{opt} = \arg\max_{c \notin V^h} \Delta \psi^h(y^h_c)$;

   $(y^h, y^h) \leftarrow (y^h, y^h) \cup (c, y^h_{opt})$.

3. end if all activities are labeled.

The computational complexity of inference for a particular activity set consists of $n$ action segments and $m$ activities. Assuming there are $M$ activity classes in the problem. For the graphical model in [140], the time complexity of the inference as discussed in the paper is $O(d_{max}^2 M)$, where $d_{max}$ is the maximum number of action segments one activity may have. The inference on both the higher-order CRF and hierarchical-CRF is carried out layer-by-layer, and so the overall time complexity is linear in the number of layers used. Specifically, we use two-layer CRFs with an action layer and an activity layer. For the higher-order CRF model, inference on the activity layer takes $O(mM)$ computation to obtain the activity labels for each candidate activity. With the inferred activity labels, inference on the action layer takes $O(nM^2)$, since the model is reduced to a chain-CRF. For the hierarchical-CRF, the increase of computational complexity over the higher-order CRF lies in the inference on the activity layer, because the activities are connected with each other in this model. Using the proposed greedy search algorithm, the time complexity for inference on the activity layer is $O(m^2 M)$. Thus, the overall complexity of inference is $O[T \cdot ((mM) + O(nM^2))]$ for higher-order CRF and $O[T \cdot ((m^2 M) + O(nM^2))]$ for hierarchical-CRF, where $T$ is the number of iterations. Furthermore, the number of action segments $n$ is usually several times of the number of activities, that is $n = \alpha m$, where $\alpha$ is a small positive value larger that one. $d_{max}$ and $T$ are small positive value larger than one. Assuming $n$, $m$ and $M$ are in the same order, which is a reasonable assumption for our case, the asymptotic computational
complexity of the model in [140] and the compared higher-order CRF and hierarchical-CRF models is of the same order.

3.6 Experiments

To assess the effectiveness of our graphical models in activity modeling and recognition, we perform experiments on the public UCLA Office Dataset [104] and VIRAT Ground Dataset [79].

3.6.1 Datasets

In this subsection, we introduce the UCLA Office Dataset [104] and VIRAT Ground Dataset [79] and the preprocessing related to these datasets.

3.6.1.1 UCLA Dataset

The UCLA Office Dataset [104] consists of indoor and outdoor videos of single activities and person-person interactions. Here, we perform experiments on the videos of office scene containing about 35 minutes of activities in an office room that captured with a single fixed camera. We identify 10 frequent activities as the activities of interest: 1 - enter room, 2 - exit room, 3 - sit down, 4 - stand up, 5 - work on laptop, 6 - work on paper, 7 - throw trash, 8 - pour drink, 9 - pick phone, 10 - place phone down. Each activity occurs 9 to 26 times in the dataset. Since the dataset contains only single person activities, it is natural to model activities in one sequence together. The dataset is divided into 8 sets, each set contains 2 sequences of activities and each sequence contains 2 to 19 activities of interest, as well as varying number of background activities. We use leave-one-set-out cross validation for the evaluation: use 7 sets for training and 1 set for testing.
Preprocessing  Intra-activity context feature is based on interactions between the agent and the surroundings. In the office dataset, there are 7 classes of objects that are frequently involved in the activities of interest: laptop, garbage can, papers, phone, coffee maker and cup. Fig. 4.2 shows the detected objects of interest in the office room. Since the UCLA Dataset consists of single person activities, the intra-activity attributes considered include agent-object interactions and their relative locations. We identify \( N_G = 10 \) subsets of attributes for the development of intra-activity context features in the experiment as shown in Fig. 3.8. For a given activity, the above attributes are determined from image-level detection results. The locations of objects are automatically tracked. Similar to [104], if enough skin color is detected within the areas of laptop, paper and phone, the corresponding attributes are considered as true. Fig. 3.9 shows examples of detected agent-object interactions.

Whether the agent is near or far away from an object is determined by the distance between the two based on normal distributions of the distances of the two scenarios. Probabilities
<table>
<thead>
<tr>
<th>Attribute Subset</th>
<th>Associated Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_1 \ G_2 \ G_3$</td>
<td>the agent is touching / not touching laptop$^1$, paper$^2$, phone$^3$.</td>
</tr>
<tr>
<td>$G_4 \ G_5$</td>
<td>the agent is occluding / not occluding the garbage can$^4$, coffee maker$^5$.</td>
</tr>
<tr>
<td>$G_6 \ G_7 \ G_8$</td>
<td>the agent is near / far away from the garbage can$^6$, coffee maker$^7$, door$^8$.</td>
</tr>
<tr>
<td>$G_9$</td>
<td>the agent disappears / not disappears at the door.</td>
</tr>
<tr>
<td>$G_{10}$</td>
<td>the agent appears / not appears at the door.</td>
</tr>
</tbody>
</table>

Figure 3.8: Subsets of context attributes used for the development of intra-activity context features for UCLA Dataset (the superscripts indicates the correspondence between the subsets and the objects).

![Examples of agent-object interactions detected from image.](image)

indicating how likely the agent is near or far away from an object are thus obtained. For frame $n$ of an activity, we obtain $g_i(n) = I(G_i(n))$, where $I(\cdot)$ is the indicator function. $g_i(n)$ is then normalized so that its elements sum to 1.

Related candidate activities are connected. Whether two activities are related can be naturally determined by their temporal distances. One way to decide if the relationships between two candidate activities should be modeled is to see if they are in the $\alpha$-neighborhood of each other in time. Two activities are said to be in the $\alpha$-neighborhood of each other if there are less than $\alpha$ other activities occurring between the two.

### 3.6.1.2 VIRAT Ground Dataset

The VIRAT Ground Dataset is a state-of-the-art activity dataset with many challenging characteristics, such as wide variation in the activities and clutter in the scene. The dataset
consists of surveillance videos of realistic scenes with different scales and resolution, each lasting 2 to 15 minutes and containing up to 30 events. The activities defined in Release 1 include 1 - person loading an object to a vehicle; 2 - person unloading an object from a vehicle; 3 - person opening a vehicle trunk; 4 - person closing a vehicle trunk; 5 - person getting into a vehicle; 6 - person getting out of a vehicle. We work on all the scenes in Release 1 except scene 0002 and use half of the data for training and the rest for testing. Five more activities are defined in VIRAT Release 2 as: 7 - person gesturing; 8 - person carrying an object; 9 - person running; 10 - person entering a facility; 11 - person exiting a facility. We work on all the scenes in Release 2 except scene 0002 and 0102, and use two-thirds of the data for training and the rest for testing.

**Preprocessing** Motion regions that do not involve people are excluded from the experiments since we are only interested in person activities and person-vehicle interactions. For the development of STIP histograms, nearest neighbor soft-weighting scheme [75] is used.

Since we work on the VIRAT Dataset with individual person activities and person-object interactions, we use the following $N_G = 7$ subsets of attributes for the development of intra-activity context features in the experiments as shown in Fig. 3.10.

<table>
<thead>
<tr>
<th>Subset</th>
<th>Associated Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_1$</td>
<td>moving object is a person; moving object is a vehicle trunk; moving object is of other kind.</td>
</tr>
<tr>
<td>$G_2$</td>
<td>the agent is at the body of the interacting vehicle; the agent is at the rear/head of the interacting vehicle; the agent is far away from the vehicles.</td>
</tr>
<tr>
<td>$G_3$</td>
<td>the agent disappears at the body of the interacting vehicle; the agent appears at the body of the interacting vehicle; none of the two.</td>
</tr>
<tr>
<td>$G_4$</td>
<td>the agent disappears at the entrance of a facility; the agent appears at the exit of a facility; none of the two.</td>
</tr>
<tr>
<td>$G_5$</td>
<td>velocity of the agent (in pixel) is larger than a predefined threshold; velocity of object of interest is smaller than a predefined threshold.</td>
</tr>
<tr>
<td>$G_6$</td>
<td>the activity occurs at parking areas; the activity occurs at other areas.</td>
</tr>
<tr>
<td>$G_7$</td>
<td>an object (e.g. bag/box) is detected on the agent; no object is detected on the agent.</td>
</tr>
</tbody>
</table>

Figure 3.10: Subsets of context attributes used for the development of intra-activity context features.
Persons and vehicles are detected based on the part-based object detection method in [9]. Opening/closing entrance/exit doors of facilities, boxes and bags are detected using method in [6] with binary linear-SVM as the classifier. Using these high-level image features, we follow the description in Section 4.4.1.2 to develop the feature descriptors for each activity set. The first three sets of attributes in Fig. 3.10 are used for the experiments on Release 1, and all are used for the experiments on Release 2. Fig. 3.11 shows examples of $g_i(n)$ defined as in Section 4.4.1.2 for different activities in VIRAT. Since, in VIRAT, activities are naturally related to each other, the activity layer nodes are fully connected to utilize the spatio-temporal relationships of activities occurring in the same local space-time volume.

<table>
<thead>
<tr>
<th>Activity</th>
<th>person loading</th>
<th>person unloading</th>
<th>opening trunk</th>
<th>closing trunk</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_1(n)$</td>
<td>[0 1]</td>
<td>[0 1]</td>
<td>[0 1]</td>
<td>[0 1]</td>
</tr>
<tr>
<td>Example Image</td>
<td><img src="image1" alt="Example Image" /></td>
<td><img src="image2" alt="Example Image" /></td>
<td><img src="image3" alt="Example Image" /></td>
<td><img src="image4" alt="Example Image" /></td>
</tr>
<tr>
<td>$g_5(n)$</td>
<td>[0 1]</td>
<td>[0 1]</td>
<td>[0 1]</td>
<td>[0 1]</td>
</tr>
<tr>
<td>$g_6(n)$</td>
<td>[1 0]</td>
<td>[1 0]</td>
<td>[1 0]</td>
<td>[1 0]</td>
</tr>
<tr>
<td>$g_7(n)$</td>
<td>[1 0]</td>
<td>[0 1]</td>
<td>[1 0]</td>
<td>[0 1]</td>
</tr>
</tbody>
</table>

Figure 3.11: Examples of detected intra-activity context features. The example images are shown with detected high-level image features. Object in red bounding box is a moving person; object in blue bounding box is a static vehicle; object in orange bounding box is a moving object of other kind; object in black bounding box is a bag/box on the agent.

### 3.6.2 Preprocessing

We first develop an automatic motion segmentation algorithm by detecting boundaries where the statistics of motion features change dramatically, and thus obtain the action segments. Let two NDMs be denoted as $M_1$ and $M_2$, and $d_s$ be the dimension of the hidden states. The distance between the models can be measured by the normalized geodesic distance.
\( \text{dist}(M_1, M_2) = \frac{4}{d.s.\pi^2} \sum_{i=1}^{d_s} \theta_i^2 \), where \( \theta_i \) is the principal subspace angle (please refer to [14] for details on the distance computation).

A sliding window of size \( T_s \), where \( T_s \) is the number of temporal bins in the window, is applied to each detected motion region along time. A NDM \( M(t) \) is built for the time window centered at the \( t^{th} \) temporal bin. Since an action can be modeled as one dynamic model, the model distances between subsequences from the same action should be small, compared to those of subsequences from a different action. Suppose an activity starts from temporal bin \( k \); the average model distance between temporal bin \( j > k \) and \( k \) is defined as the weighted average distance between model \( j \) and neighboring models of \( k \) as

\[
DE_k(j) = \sum_{i=0}^{T_d-1} \gamma_i \cdot \text{dist}(M(k+i), M(j)),
\]

where \( T_d \) is the number of neighboring bins used, and \( \gamma \) is the smoothing weight for model \( k+i \) that decreases along time. When the average model distance grows above a predefined threshold \( d_{th} \), an action boundary is detected. Action segments along tracks are thus obtained.

A multi-class SVM is trained upon the intra-activity features (as described in Section 3.4.1) of activities of different classes. After obtaining the action segments, we use the sliding window method with the trained multi-class SVM to group adjacent action segments into candidate activities. To speed up, we only work on candidate activities with confidence scores larger than a predefined threshold, indicating they are likely to be of activity classes of interest.

### 3.6.3 Structural Model

To assess the effectiveness of our structural model in activity modeling and recognition, we perform experiments on the public VIRAT Ground Dataset [79]. We use the NDM method in [14] with the SVM classifier as the baseline (referred to as NDM + SVM) and inte-
grate our context model with it. The attribute subsets in Fig. 3.11 are used for the development of intra-activity context features. We compare our results with the popular activity recognition method, BOW+SVM [75], and recently developed methods - string of feature graphs (SFG) [36] and sum-product networks (SPN) [2].

3.6.3.1 Recognition Results on VIRAT Release 1

Fig. 3.12 shows the confusion matrix for the baseline classifier and our model with different kinds of features. As an example of the importance of context features, the baseline classifier often confuses “open a vehicle trunk” and “close a vehicle trunk” with each other. However, if the two activities happen closely in time in the same place, the first activity in time is probably “open a vehicle trunk”. This kind of contextual information within and across activity classes are captured by our model and used to improve the recognition performance.

We show the results on VIRAT Release 1 using precision and recall in Fig. 3.13. We have compared our results with the popular BOW+SVM approach, the more recently proposed String-of-Feature-Graphs approach [36] and the baseline classifier. Our approach outperforms
<table>
<thead>
<tr>
<th>Activity Class</th>
<th>BOW [75]</th>
<th>SFG [36]</th>
<th>Baseline</th>
<th>Our Method (1)</th>
<th>Our Method (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>loading-object</td>
<td>44.2(42.8)</td>
<td>50.7(52.3)</td>
<td>43.6(41.7)</td>
<td>42.1(47.5)</td>
<td>51.6(52.1)</td>
</tr>
<tr>
<td>unloading-object</td>
<td>51.1(57.2)</td>
<td>57.1(55.4)</td>
<td>34.9(52.8)</td>
<td>61.3(56.4)</td>
<td>62.7(57.5)</td>
</tr>
<tr>
<td>opening-trunk</td>
<td>58.5(39.3)</td>
<td>38.4(50.3)</td>
<td>59.7(36.8)</td>
<td>64.2(63.9)</td>
<td>68.5(69.1)</td>
</tr>
<tr>
<td>closing-trunk</td>
<td>47.2(33.4)</td>
<td>60.0(61.2)</td>
<td>40.6(29.8)</td>
<td>44.4(50.6)</td>
<td>55.2(72.8)</td>
</tr>
<tr>
<td>getting-into-vehicle</td>
<td>40.4(48.2)</td>
<td>61.8(59.2)</td>
<td>32.7(45.0)</td>
<td>53.0(49.8)</td>
<td>67.5(61.3)</td>
</tr>
<tr>
<td>getting-out-of-vehicle</td>
<td>42.2(53.8)</td>
<td>41.6(68.0)</td>
<td>32.1(49.3)</td>
<td>49.6(55.7)</td>
<td>65.2(64.6)</td>
</tr>
<tr>
<td>Average</td>
<td>47.2(45.8)</td>
<td>51.6(57.8)</td>
<td>40.6(42.5)</td>
<td>52.4(53.8)</td>
<td>61.7(62.9)</td>
</tr>
</tbody>
</table>

Figure 3.13: Precision and recall (in parenthesis) for the six activities defined in VIRAT Release 1. Baseline: NDM+SVM; Our method (1): the proposed structural model with motion feature and intra-activity context feature; our method (2): the proposed structural model with motion feature, intra-activity and inter-activity context features. Note that SVM+BOW works on video clips; while other methods work on continuous videos.

The results are expected since the intra-activity and inter-activity context give the model additional information about the activities beyond the motion information encoded in low-level features. SFG approach models the spatial and temporal relationships between the low-level features and thus takes into account the local structure of the scene. However, it does not consider the relationships between various activities and thus our method outperforms the SFGs. Fig. 3.14 shows examples that demonstrate the significance of context in activity recognition.

3.6.3.2 Recognition Results on VIRAT Release 2

We work on VIRAT Release 2 to further evaluate the effectiveness of the proposed approach. We follow the method defined above to get the recognition results on this dataset. Fig. 3.15 compares the recognition accuracy using precision and recall for different methods. We can see that the performance of our method is comparable to that in [2]. In [2], an SPN on BOW is learned to explore the context among motion features. However, [2] works on video clips, each containing an activity of interest with additional 10 seconds occurring randomly.
Figure 3.14: Example activities (from VIRAT Release 1) correctly recognized by baseline classifier (top), incorrectly by baseline classifier but corrected using intra-activity context (middle), and incorrectly recognized by baseline classifier and intra-activity context, but rectified using inter-activity context (bottom).

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOW+SVM[75]</td>
<td>52.3</td>
<td>55.4</td>
</tr>
<tr>
<td>SPN[2]</td>
<td>72</td>
<td>70</td>
</tr>
<tr>
<td>Our Method</td>
<td>71.8</td>
<td>73.5</td>
</tr>
</tbody>
</table>

Figure 3.15: Precision and recall (in parenthesis) for different methods (averaged across activities).

Fig. 5.5 compares the precision and recall for the eleven activities defined in VIRAT Release 2 for BOW+SVM method, the baseline classifier, and our method. We see that by modeling the relationships between activities, those with strong context patterns, such as “person closing a vehicle trunk”(4) and “person running”(9), achieve larger performance gain compared to activities with weak context patterns such as “person gesturing”(7). Fig. 3.17 shows example results on activities in Release 2.
Figure 3.16: Precision (a) and recall (b) for the eleven activities defined in VIRAT Release 2.

3.6.4 Hierarchical-CRF

The goal of our framework is to locate and recognize activities of interest in continuous videos using both motion and context information about the activities; therefore, datasets with segmented video clips or independent activities like Weizmann [35], KTH [100], UT-Interaction Dataset [91] and Collective Activity Dataset [17] do not fit our evaluation goal.

Figure 3.17: Examples (from VIRAT Release 2) in the bottom row show the effect of context features in correctly recognizing activities that were incorrectly recognized by the baseline classifier, while other examples of the same activities correctly recognized by the baseline classifier are shown in the top row.
To assess the effectiveness of our framework in activity modeling and recognition, we perform experiments on two challenging datasets containing long duration videos: the UCLA office Dataset [104] and VIRAT Ground Dataset [79].

### 3.6.4.1 Recognition Results on UCLA Dataset

Although UCLA Dataset has been used in [104], the recognition accuracy for the office dataset has not been provided in the paper. We compare the performance of the popular BOW+SVM classifier and our model. The experiment results in precision and recall as shown in Fig. 3.18. In order to show the affects of incorporating different kinds of motion and context features, we also show results of using the action-based linear-chain CRF approach and the action-based higher-order CRF approach (Fig. 3.6 (a) and 3.6 (b)). It can be seen that the use of intra-activity context increases the recognition accuracy of activities with obvious context patterns. For example, “enter room” is characterized by the context that the agent appears at the door. The increased recognition accuracy of “enter room” by using intra-activity context features indicates that our model successfully captures this characteristics. From the performance of higher-order CRF approach and Hierarchical-CRF approach, we can see that for activities with strong spatio-temporal patterns, such as “pick phone” and “place phone down”, modeling the inter-activity spatio-temporal relationships increases the recognition accuracy significantly. Next, we change the value of $\alpha$ to see how it influences the recognition accuracy of the Hierarchical-CRF approach. Fig. 3.19 compares the overall accuracy of different methods and the Hierarchical-CRF approach with different $\alpha$ values. From the results, we can see that Hierarchical-CRF approach with $\alpha = 2$ outperforms other models. This is expected. When $\alpha$ is too small, the spatio-temporal relationships of related activities are not fully utilized, while Hierarchical-CRF with fully connected activity layer models the spatio-temporal relationships
of unrelated activities. For instance, in the UCLA office Dataset, one typical temporal pattern of activities is a person sits down to work on the laptop, then, the same person stands up to do other things, and then sits down to work on the laptop. All these activities are conducted sequentially. Thus, Hierarchical-CRF model with fully connected activity layer captures the false temporal pattern of “stand up” followed by “work on the laptop”. The optimum value of $\alpha$ can be obtained using cross validation on the training data.

<table>
<thead>
<tr>
<th>Method</th>
<th>Overall</th>
<th>Average per-class</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOW+SVM</td>
<td>82.2</td>
<td>80.7</td>
</tr>
<tr>
<td>Linear-chain CRF</td>
<td>73.6</td>
<td>72.5</td>
</tr>
<tr>
<td>Higher-order CRF</td>
<td>83.9</td>
<td>84.3</td>
</tr>
<tr>
<td>HCRF ($\alpha = 1$)</td>
<td>87.9</td>
<td>87.1</td>
</tr>
<tr>
<td>HCRF ($\alpha = 2$)</td>
<td>89.9</td>
<td>90.8</td>
</tr>
<tr>
<td>HCRF (fully connected)</td>
<td>73.5</td>
<td>74.2</td>
</tr>
</tbody>
</table>
3.6.5 Recognition Results on VIRAT Release 1

Fig. 3.20 compares the precision and recall for the six activities defined in VIRAT Release 1 using BOW+SVM method and our approach with different kinds of features. The results show, as expected, the recognition accuracy increases by encoding the various context features. For instance, the higher-order CRF approach encodes intra-activity context patterns of activities of interest. Thus, activities with strong intra-activity context pattern, such as “person getting into vehicle”, are better recognized by the higher-order CRF approach than by the linear-chain CRF approach, which does not model intra-activity context of activities. The Hierarchical-CRF approach further encodes inter-activity context patterns of activities. Thus, activities with strong spatio-temporal relationships with each other are better recognized by the Hierarchical-CRF approach. For instance, the higher-order CRF approach often confuses “open a vehicle trunk” and “close a vehicle trunk” with each other. However, if the two activities happen closely in time in the same place, the first activity in time is probably “open a vehicle trunk”. This kind of contextual information within and across activity classes are captured by the Hierarchical-CRF approach and used to improve the recognition performance. Fig. 3.21 shows examples that demonstrate the significance of context in activity recognition.

We also show the results on VIRAT Release 1 for different methods using overall and average accuracy in Fig. 3.22. We have compared our results with the popular BOW+SVM approach, the more recently proposed String-of-Feature-Graphs approach [36] and structural model in [140].

The Hierarchical-CRF approach outperforms the other methods. The results are expected since the intra-activity and inter-activity context within and between action and activities give the model additional information about the activities of interest beyond the motion infor-
Figure 3.20: Precision (a) and recall (b) for the six activities defined in VIRAT Release 1.

VIRAT Release 2 defines additional activities of interest. We work on VIRAT Release 2 to further evaluate the effectiveness of the proposed approach. We follow the method defined above to get the recognition results on this dataset. Fig. 5.5 compares the precision and recall for the eleven activities defined in VIRAT Release 2 for BOW+SVM method, the structural model in [140], and our method. We see that by modeling the relationships between activities, those with strong context patterns, such as “person closing a vehicle trunk”(4) and “person
Figure 3.21: Example activities (defined in VIRAT Release 1) correctly recognized by action-based linear-chain CRF (top), incorrectly by linear-chain CRF but corrected using higher-order CRF with intra-activity context (middle), and incorrectly recognized by higher-order CRF, but rectified using action-based hierarchical CRF with inter-activity context (bottom).

Fig. 3.24 compares the recognition accuracy using recall for different methods. We can see that the performance of our Hierarchical-CRF approach is comparable to the recently proposed method in [2]. In [2], a SPN on BOW is learned to explore the context among motion running”(9), achieve larger performance gain compared to activities with weak context patterns such as “person gesturing”(7).

<table>
<thead>
<tr>
<th>Method</th>
<th>average accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOW+SVM [75]</td>
<td>45.8</td>
</tr>
<tr>
<td>SFG [138]</td>
<td>57.6</td>
</tr>
<tr>
<td>Structural Model [140]</td>
<td>62.9</td>
</tr>
<tr>
<td>Linear-chain CRF</td>
<td>42.6</td>
</tr>
<tr>
<td>Higher-order CRF</td>
<td>60.4</td>
</tr>
<tr>
<td>Hierarchical-CRF</td>
<td>66.2</td>
</tr>
</tbody>
</table>

Figure 3.22: Average accuracy for the six activities defined in VIRAT Release 1. Note that SVM+BOW works on video clips; while other methods work on continuous videos. Note that BOW+SVM works on video clip while others work on continuous video.
features. However, [2] works on video clips, each containing an activity of interest with additional 10 seconds occurring randomly before or after the target activity instance, while we work on continuous video.

### 3.7 Conclusion

In this chapter, we present novel graphical models to jointly model a variable number of activities in continuous videos. We have addressed the problem of automatic motion segmentation based on low-level motion features and the problem of high-level representations of
activities in the scene. Upon the detected activity elements, we can build high-level graphical
models that integrates various features within and between activities. The models explicitly
learns the activity durations and motion patterns for each activity class as well as the context
patterns within and across action and activities of different classes from training activity sets. It
has been demonstrated that joint modeling of activities by encapsulating object interactions and
spatial and temporal relationships of activity classes can significantly improve the recognition
accuracy. Our experiments have shown our superior performance over other competing method-
s. The proposed graphical models can utilize more sophisticated baseline classifier can be used
to improve the activity recognition accuracy.

It is worth noticing that more complex activities can be modeled by adding additional
layers to the hierarchical-CRF model. However, the additional layers increase the learning and
inference complexity by increases the tree width. Balance between the representation power of
the hierarchical model and the computational complexity of the model should be achieved.
In this chapter, we develop a framework of sparse modeling for the joint recognition of inter-dependent visual objects (such as activities and objects in images/videos) based on context-aware graphical models and $l_1$-group regularization. We evaluate our approach on two important visual recognition tasks: object recognition and activity recognition in natural scenes. The experimental results demonstrate the benefits of using the proposed sparse modeling approach for the two visual recognition tasks over the state-of-the-art methods.

4.1 Introduction

Sparse feature selection has been addressed in many works using graphical models for visual recognition. While sparse features are considered in context-aware graphical models, sparse graphical structure should also be preferred. Considering object recognition in images and videos of natural scenes, certain classes of visual objects may not be related to each other in an informative way. For instance, in images of natural scenes, a dining table often coexists
with chairs, but the coexistence relationships between bottle and boat seem rare and random. In natural videos, an activity of “a person sitting down” is often closely related to the same person “standing up” in both space and time, but is not clearly related to the person “kicking a ball”. Thus, relationships between closely related visual objects should be modeled. In terms of the graph structure, this preference enforces a sparse graphical structure as in Fig. 4.1, in which unrelated object classes are not connected.

Figure 4.1: Illustration on the proposed sparse modeling for context-aware visual recognition. Starting with candidate contextual features represented by a dense graph, our goal is to automatically learn an optimum sparse graphical model, with both sparse contextual features and as well as a sparse graphical structure, capturing the informative contextual patterns within and between object classes. Node that the two object classes may be connected by multi-edges, representing different types of relationships.

Advantages of sparse modeling for context-aware graphical models are obvious. When the model features are sparse, it would be more efficient and effective to estimate the parameters, and provide higher accuracy by concentrating on informative features and avoiding noises induced by correlated features [51]. Furthermore, inter-relationships between different objects are naturally sparse, especially when the number of involved objects is large. By enforcing a sparse graphical structure, we may be able to learn the intrinsic structure of relationships between different objects to be recognized and exclude the relationships of occasionally related objects from the learned graphical model. This would potentially improve recognition accuracy by focusing on the unary features of such objects when they occur together in the scene.
However, few existing works on context-aware graphical models for visual pattern recognition systematically address the problem of sparse modeling.

### 4.1.1 Sparse Modeling Approach

$l_1$-regularization techniques have been widely used to enforce sparsity in the solutions of estimation problems [68, 123, 128]. When the penalty on the $l_1$-regularization is strong enough, many of the parameters in the optimal solution will be forced to be zero. It has been demonstrated by many researches that $l_1$-regularized linear regression can outperform $l_2$-regularized regression, especially when a large amount of redundant information exists in the features [24, 51, 115].

Most existing works on sparse modeling for context-aware graphical models in computer vision use element-wise $l_1$ regularized graphical models [22, 137] or a graphical model with a predefined sparsity degree [58]. However, element-wise sparsity may not be the most optimal representation of the features or graph structure. At the feature level, if a set of intra-object contextual features related to the same contextual object is redundant or not discriminative, we would rather not use this group of features for the labeling and thus prefer the group of associated model parameters to be zeroes. As an example, when an candidate contextual objects do not help distinguish the activities to be recognized, it would be better to remove all features related to the contextual objects from the learned model. Doing this also decreases the pre-processing computation by eliminating the feature extraction for the contextual object as a whole. Furthermore, features encoding the relationships between objects to be recognized can be grouped according to the related object pair. Enforcing sparsity on parameter groups of these relationship features results in a graphical model with a sparse graphical structure. In multi-edge graphical models like those in [22, 140], two nodes may be connected by multiple edges associated with different pairwise parameters. For instance, in activity recognition, pairwise parameters rep-
resent the spatial and temporal relationships between activities. Two related activities usually are connected by both spatial and temporal relationships. Element-wise $l_1$-regularization does not necessarily enforce a sparse graphical structure, even if the intrinsic graphical structure is sparse.

Group lasso, as an extension of lasso, does group-level feature selection on predefined parameter groups. It has been applied successfully in linear regression and logistic regression [30, 70, 105] to enforce the sparsity of model parameters at a group level. Group $l_1$-regularization extends group lasso, by using $l_1$ penalty at the group level and different norms ($l_1$, $l_2$ and $\infty$) for element-wise penalty within parameter groups (within-group penalty), to enforce group sparsity of the model parameters, as well as the desirable property on element-wise parameters.

In this work, based on the existing graphical models for context-aware recognition of visual objects, we utilize group $l_1$-regularization to enforce the model sparsity. Without loss of generality, we choose the popular CRF model [22, 58, 140] as our baseline model for its simplicity while concentrating on showing how our sparse modeling approach can be incorporated.

Candidate regions of visual objects are firstly identified using existing object detection methods upon low-level features. We call the results as the preliminary detection results. Various candidate attributes and inter-relationships between visual objects are identified and used for the development of contextual feature vectors of the candidate visual objects. Then, group $l_1$-regularized model learning is proposed to automatically select the most informative contextual features within and between object classes. In the experiment, we work on two challenging tasks of visual pattern recognition: activity recognition in continuous videos and object recognition in natural scene, and show state-of-art performance of the proposed model.

4.1.2 Contributions of The Present Work

The main contribution of this work is two-fold.
1) We propose a framework of sparse modeling for the recognition of potentially inter-dependent visual objects, by introducing group $l_1$-regularization for feature selection on existing CRF models. This framework selects the optimal set of contextual features, as well as the optimal sparse graph structure, for the discriminative modeling of the inter-dependent visual objects. The proposed sparse modeling approach can be easily adapted to work with graphical models with hidden variables such as HCRF.

2) We formulate the learning procedure as a non-smooth convex optimization problem. Based on modified bundle methods [113], we propose a two-stage cutting-plane-based algorithm that iteratively searches for the increasingly tight lower bounds of the objective function until convergence.

4.2 Formulation of Sparse Models

In this section, we describe the standard context-aware graphical modeling and recognition of inter-dependent visual objects. Then, the problem of sparse modeling is formulated based on the discriminative training approach of the graphical model [140] and the group $l_1$-regularization.

4.2.1 Model Features

The context-aware visual recognition models usually involve three kinds of features: Intra-object Intrinsic Features (Intra-IF), Intra-object Contextual Features (Intra-CF) and Inter-object Contextual Features (Inter-CF). We define these kinds of features used in our work as below. How these features are developed for specific recognition tasks are described in the experiment section.
Intra-IF of a visual object describes the object’s intrinsic characteristics. These features are closely related to low-level features of visual objects that are used to generate candidate regions, each expected to contain one object of interest. Both supervised features such as STIP features for motion in video, as well as features learned using unsupervised techniques such as Topographic ICA [62], may be used as the low-level features. With candidate regions, any probabilistic multi-classifier is used to generate the classification scores for each candidate region. Then, a normalized score vector is developed as the Intra-IF for each candidate region of visual object or object part.

Intra-CF of a visual object is developed from attributes that define object’s context. This kind of features may not be the intrinsic characteristics of its object class but probably can help improve object recognition performance. All intra-object features other than those used for preliminary detection and classification are considered as Intra-CF. Examples of such features include features encoding scene label information and object attributes in activity recognition. We collect all candidate contextual attributes which are potentially helpful, categorize them and develop an attribute vector for each contextual category.

Inter-CF are developed from attributes that capture the relations between visual objects. These features can encode the object layout patterns in images and temporal and spatial relations between activities. Similar to [22, 140], we develop a normalized feature vector that encodes the interactions between a visual object and its surrounding objects to be recognized as its Inter-CF feature.

4.2.2 The Context-Aware CRF Model

The problem of visual object recognition in natural scenes requires two main tasks: to detect candidate regions and to label these detected regions. The detection and labeling problems
can be solved simultaneously as proposed in [76] or separately as proposed in [22, 140]. For the latter, candidate regions are usually detected before the labeling task (how to detect the candidate regions are task specific and will be described in the experiment section). The problem of object recognition is then converted to a problem of labeling, that is, to assign each candidate region with an optimum class label. We propose a context-aware CRF model for the labeling of inter-dependent visual objects.

CRF model is frequently used for the problem of labeling in computer vision. We now describe the context-aware CRF model for the labeling of inter-dependent objects based on [22, 138], which jointly models related instances through integrating features of individual instances with features representing inter-relationships between instances. Let $\mathbf{a}$ be the visual objects to be labeled as well as the model observations. Let $\mathbf{y}$ be the label variables. The posterior distribution $p(\mathbf{y}|\mathbf{a}, \omega)$ of the label variables over the CRF is a Gibbs distribution and is usually represented as

$$
p(\mathbf{y}|\mathbf{a}, \omega) = \frac{1}{Z(\mathbf{a}, \omega)} \prod_{c \in C} \exp(\omega_c^T \varphi_c(\mathbf{a}, \mathbf{y}_c)),
$$

where $\omega_c$ is the model parameter called weight vector, which needs to be learned from the training data. $Z(\mathbf{a}, \omega)$ is a normalizing constant called the partition function. $\varphi_c(\mathbf{a}, \mathbf{y}_c)$ is a feature vector derived from the observation $\mathbf{a}$ and the label vector $\mathbf{y}_c$ of clique $c$.

Suppose we are interested in $M$ instance classes (a background class that does not belong to any classes of interest may be introduced). An instance set $\mathbf{a} = \{a_i : i = 1, \ldots, N\}$ is associated with a label vector $\mathbf{y} = \{y_i : i = 1, \ldots, N\}$, where $y_i \in \{1, \ldots, M\}$ is the label of $a_i$. We model the instance set by the combination of features of individual instances and context features within and between instances. Let $V$ be the set of vertices, each representing a candidate region.
to be labeled. Let $\mathcal{E}$ denote the set of connected object pairs. For pattern recognition tasks, given the observations $a_i$ and model weight vector $\omega$, the CRF in (4.1) is usually represented by a potential function defined as

$$
\psi(a,y) = \sum_{i \in V} \psi_i(a_i, y_i) + \sum_{i \in V} \psi_g(a_i, y_i) + \sum_{ij \in \mathcal{E}} \psi_d(a_i, y_i, y_j)
$$

$$
= \sum_{i=1}^{N} \omega_{x,y}^i \phi(x_i, y_i) + \sum_{i=1}^{N} \omega_{g,y}^i \vartheta(g_i, y_i) 
+ \sum_{i,j=1, i \neq j}^{N} \omega_{d, (y_i, y_j)}^i \phi(d_{ij}, y_i, y_j),
$$

(4.2)

where $\psi_i(a_i, y_i)$ is the Intra-IF potential that measures the compatibility between Intra-IF of $a_i$ and its label $y_i$. $\psi_g(a_i, y_i)$ is the Intra-CF potential that measures the compatibility between Intra-CF of $a_i$ and its label $y_i$. $\psi_d(a_i, y_i, y_j)$ is the Inter-CF potential that measures the consistency between two connected visual objects $i$ and $j$ and their labels. These potential functions are developed as a linear function of related features. $x_i \in \mathbb{R}^{D_x}$ and $g_i \in \mathbb{R}^{D_g}$ are the intra-instance feature and intra-object context feature of $a_i$, $D_x$ and $D_g$ are the dimension of $x_i$ and $g_i$ respectively. $\omega_{x,y} \in \mathbb{R}^{D_x}$ and $\omega_{g,y} \in \mathbb{R}^{D_g}$ are the weights that capture the valid intra-object pattern and intra-activity context patterns of instance class $y_i$. $d_{ij} \in \mathbb{R}^{D_d}$ is the inter-object context features associated $a_i$ and $a_j$. $D_d$ is the dimension of $d_{ij}$. $\omega_{d, (y_i, y_j)} \in \mathbb{R}^{D_d}$ are the weights that capture the valid inter-relationships between object classes $y_i$ and $y_j$. In general, dimensions of the same kind of feature can be different for each object class/class pairs.

In order to form a linear function with a single parameter, we rewrite (4.2) as:

$$
\psi(a,y) = \omega_x^T \sum_{i=1}^{N} \phi(x_i, y_i) + \omega_g^T \sum_{i=1}^{N} \vartheta(g_i, y_i)
+ \omega_d^T \sum_{i,j=1, i \neq j}^{N} \phi(d_{ij}, y_i, y_j),
$$

(4.3)
where $\omega_x$, $\omega_g$ and $\omega_d$ are weight vectors defined as

$$
\omega_x = \left[\begin{array}{c}
\omega_{x,1}^T \\
\omega_{x,2}^T \\
\vdots \\
\omega_{x,M}^T
\end{array}\right]^T, \\
\omega_g = \left[\begin{array}{c}
\omega_{g,1}^T \\
\omega_{g,2}^T \\
\vdots \\
\omega_{g,M}^T
\end{array}\right]^T, \\
\omega_d = \left[\begin{array}{c}
\omega_{d,(1,1)}^T \\
\omega_{d,(1,2)}^T \\
\vdots \\
\omega_{d,(M,M)}^T
\end{array}\right]^T,
$$

and $\phi(x_i, y_i)$ and $\vartheta(g_i, y_i)$ have non-zero entries at the positions corresponding to class index $y_i$, $\psi(d_{ij}, y_i, y_j)$ has none-zero entries at the positions corresponding to class pair $(y_i, y_j)$.

Define the joint weight vector $\omega$ and joint feature vector $\Gamma(a, y)$ as

$$
\omega = \begin{bmatrix}
\omega_x \\
\omega_g \\
\omega_d
\end{bmatrix}, \\
\Gamma(a, y) = \begin{bmatrix}
\sum_i \phi(x_i, y_i) \\
\sum_i \vartheta(g_i, y_i) \\
\sum_{i, j, i \neq j} \varphi(d_{ij}, y_i, y_j)
\end{bmatrix},
$$

where $i, j = 1, \ldots, N$. Then, the optimum label $y^{opt}$ of $x$ is obtained as

$$
y^{opt} = \arg\max_y \psi(y|a, \omega) = \arg\max_y (\omega^T \Gamma(a, y)).
$$

### 4.2.3 Sparse Modeling

Structural-SVM training schemes are proposed to learn the model parameters of MRF and CRF models [22, 58]. These schemes directly maximize the recognition accuracy through an objective function that minimizes the upper bound of the classification error on training data. We choose such a task-oriented discriminative approach to train the model in such a way that it increases the average precision scores on the training data and thus tend to produce the correct activity labels for each detected visual object. This goal can be achieved by finding
the parameter vector \( \omega \) that minimizes the sum of empirical risks on the training set. The empirical risk \( \Delta(y(i), \hat{y}(i)) \) of labeling the instance set \( a(i) \) with \( \hat{y}(i) \) is defined as the sum of 0-1 loss of labeling each instance in \( a(i) \) (detections overlap true positives more than 50% are not penalized). Also, we want the potential function \( \psi \) to score higher for true label \( y(i) \) of \( a(i) \) than for all other hypothesized label \( \hat{y}(i) \), i.e., \( \psi(y(i)|a(i), \omega) \geq \psi(\hat{y}(i)|a(i), \omega) \), where \( \psi \) is the potential function defined in (4.5).

Furthermore, sparsity of unary parameters in the model directly correspond to sparsity of Intra-IF and Intra-CF, and the sparsity of the edge (pairwise) parameters directly correspond to the sparsity of Inter-CF as well as the graph structure. As explained in the introduction section, we prefer parameter sparsity at the group level, as well as particular element-wise parameter properties within parameter groups. Thus the sparse modeling is achieved by solving the group \( l_1 \)-regularized optimization problem as

\[
\omega^* = \arg\min_{\omega} f(\omega) = \arg\min_{\omega} R(\omega) + \Omega(\omega),
\]

where \( \Omega(\omega) = \frac{1}{N_{\text{train}}} \sum_{i=1}^{N_{\text{train}}} \max(0, \xi_{\omega}(i)) \),

\[
R(\omega) = \lambda_x \|\omega_x\|_{p_x} + \lambda_g \sum_{i=1}^{N_g} \|\omega_{g_i}\|_{p_g} + \lambda_d \sum_{i=1}^{M} \sum_{j=1}^{M} \|\omega_{d_i j}\|_{p_d},
\]

\[
\xi_{\omega}(i) = \max_{\hat{y}(i)} (\Delta(y(i), \hat{y}(i)) + \omega^T (\Gamma(a(i), \hat{y}(i)) - \Gamma(a(i), y(i))))
\]

where \( N_{\text{train}} \) is the number of training sets and \( N_g \) is the number of contextual attribute groups. \( p_x, p_g \) and \( p_d \) are the \( p \)-norms used for Intra-IF, Intra-CF and Inter-CF, respectively. \( \lambda \) is the penalty regularization parameter of corresponding parameter group. If \( \lambda \) is large, many groups of parameters will be forced to be zero, achieving feature sparsity at the group level. (4.6) is
group $l1$-regularized in the sense that $l1$ norm is used to sum up the regularizers of grouped parameters.

$p_x$, $p_g$ and $p_d$ are the norms used for within-group penalties. Generally, $p_x$, $p_g$ and $p_d$ can be any of $l1$, $l2$ and $\infty$-norms. $l1$-norm prefers sparsity within the groups, and can be used for parameter groups for which sparsity is expected to be beneficial. For instance, for a large parameter group, the associated features is likely to be correlated and redundant, element-wise sparsity and thus $l1$-penalty is preferred for this group. $l2$-norm does not place bias on the direction and usually leads to dense parameters within the group with $l2$-norm. For instance, element-wise sparsity is not likely to be beneficial for a compact parameter group associated with un-correlated features, and $l2$-penalty should be preferred. $\infty$ norm tends to force all parameters having the same weights and is not proper for our problem. When within-group norms are all $l2$-norm, feature sparsity at group level is guaranteed. And the regularization format is the same as group lasso [70]. When within-group norms are all $l1$-norm, feature sparsity at both group and individual levels is guaranteed. And the effect on parameter sparsity is the same as sparse group lasso in [30, 105]. Other cases are between the two. In the experiments, we evaluate the performance of different within group penalties in different applications.

4.3 Sparse Model Learning and Inference

In this section, we first show how to solve the sparse modeling problem in (4.6) using the modified bundle method. Then, top-k greedy search method used for model inference is described.
4.3.1 Optimization Algorithm

The non-smooth regularized risk minimization problems can be solved efficiently by bundle methods [113] if the regularizers in the objective function are of the same type. However, the regularizer $R(\omega)$ in (4.6) can be the summation of $l_1$ and $l_2$ norms. In this section, we extend the bundle method to solve (4.6). The convergence of the proposed approach is guaranteed by the convergence of the bundle method [113].

Let $\partial_\omega \Omega(\omega)$ denote the sub-gradient of $\Omega(\omega)$. The cutting plane of $\Omega(\omega)$ at $\omega$, denoted as $g_\omega$, is defined by its first-order Taylor approximation with its sub-gradient as

$$g_\omega = \omega^T \partial_\omega \Omega(\omega) + b_\omega; \quad b_\omega = \Omega(\omega) - \omega^T \partial_\omega \Omega(\omega),$$

$$\partial_\omega \Omega(\omega) = \sum_{i=1}^{N_{\text{train}}} \delta(i) [\Gamma(a(i), y^*(i)) - \Gamma(a(i), y(i))],$$

where $\delta(i)$ is an indicator function whose value is 1 if $\xi_\omega(i) > 0$ and 0 otherwise. $y^*(i)$ is the most violated label of $a(i)$, which maximizes $\xi_\omega(i)$.

Similar to [113], the proposed algorithm approximates $\Omega(\omega)$ with an increasingly tight piecewise linear function, which consists of a set of $m$ iteratively found cutting planes of $\Omega(\omega)$. $m$ is a predefined constant and can be decreased as the learning algorithm approaching convergence. The overall approach for solving problem (4.6) is summarized in Algorithm 7.

4.3.1.1 Iterative Soft-Thresholding Sub-Routine

In Algorithm 7, at $t^{th}$ iteration, we need to solve the sub-routine problem

$$\omega_{t+1} = \arg \min_\omega \psi_{\omega_{t+1}}(\omega) = \arg \min_\omega R(\omega) + G_{\omega_{t}}(\omega),$$

where $G_{\omega_{t}}(\omega) = \max \left(0, \max_{j=t-m+1,...,t} \delta_\omega(j) \right)$. 
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Algorithm 7 Solve (4.6) using bundle method [113].

**Input:** \( S = ((a(1),y(1)), \ldots, (a(N_{\text{train}}), y(N_{\text{train}}))) \), \( \lambda, \varepsilon \)

**Output:** Optimum weight vector \( \omega \)

1. Initialize \( \omega \) as \( \omega_0 \) using empirical values, \( G(\text{cutting plane set}) \leftarrow \emptyset \).

2. for \( t = 0 \) to \( \infty \) do

3. find the cutting plane \( g_{\omega_t} \) of \( \Omega(\omega) \) at \( \omega \).

4. \( G \leftarrow G \cup g_{\omega_t}(\omega) \);

5. update \( \omega \):
   \[
   \omega_{t+1} = \arg \min_\omega \psi(\omega); \\
   \psi(\omega) = R(\omega) + \max(0, \max_{j=t-m+1, \ldots, t} g_{\omega_j}(\omega)); \\
   R(\omega) \text{ is the model regularizer};
   \]

6. \( \text{gap}_{t+1} = \min_{(t-t')<m} \psi(\omega_{t'}) - \psi(\omega_{t+1}); \)

7. if \( \text{gap}_{t+1} \leq \varepsilon \), then return \( \omega_{t+1} \);

8. end for

\( R(\omega) \) has components of \( l_1 \)-regularizer, which is not differentiable when all the parameters in the group equal to zeros. Two-metric Projection is usually used to cast the elements of \( l_1 \)-norm to positive and negative parts and the resulting problem can be solved as a smooth constrained convex problem [9]. The obvious drawback of this approach is that it increases the size of model parameters. To overcome this drawback, we refer to iterative soft-thresholding [127], which solves the non-smooth optimization problem directly using a projective-like operator very efficiently. Since \( G_{\omega_{t-1}}(\omega^k) \) is a piecewise linear function of model parameter \( \omega^k \), we can use its first-order approximation in the optimization procedure. By regularizing the distance between consecutive solutions, (4.7) can be tailored to solve a subproblem iteratively, generating a sequence of iterates \( \{ \omega^k, k = 0, 1, \ldots \} \). The subproblem is defined as

\[
\omega^{k+1} = \arg \min_z G_{\omega_{t-1}}(\omega^k) + (z - \omega^k)^T \partial_z G_{\omega_{t-1}}(\omega^k) \\
+ \frac{1}{2\alpha_t} \|z - \omega^k\|^2 + R(z).
\]  

(4.8)
The above equation is equivalent to solve the problem
\[
\omega^{k+1} = \arg \min_{\omega} \frac{1}{2} \|z - u^k_t\|_2^2 + \alpha_t^k R(z),
\]
(4.9)

where 
\[
u^k_t = \omega^k_t - \alpha_t^k \partial \omega G_{\omega,1} (\omega_t^k).
\]

The solution to (4.9) is the soft-thresholding operator \(S_q(u^k_t, \alpha_t^k)\), where \(q\) denotes the dual norm of the norm regularizer used. The soft-threshold function \(S_q(u, \alpha)\) is defined as
\[
S_q(u, \alpha) = \max\{\|u\|_q - \alpha, 0\} + \alpha.
\]
(4.10)

The dual norm of \(l_1\)-norm and \(l_2\)-norm are the \(\infty\)-norm and \(l_2\)-norm, respectively. Thus, in our case, \(\omega\) is obtained as
\[
\omega^{k+1}_{\pi, i} = S_{q_{\pi}}(u^k_{\pi, i}, \alpha_t^k \lambda_{\pi}), \quad \pi \in \{x, g, l, d_i j\},
\]
(4.11)

where \(i, j = 1, ..., M; l = 1, ..., N_g\), and \(\alpha\) is the step size. The sub-routine stops when the relative change in the objective function (4.7) smaller than a predefined threshold.

**Efficient Implementation:** It has been demonstrated that the non-monotonic version of Armijo condition can provide a large improvement in the convergence rate of projected gradient method [7]. To expedite the convergence, we use a similar criteria to the non-monotonic version of Armijo condition that accepts a solution of (4.9) if the objective value of (4.7) is at least slightly smaller than the largest values over the past \(m\) iterations. Thus, for each subproblem in the form of (4.9), we start \(\alpha_t^k\) with the initial value, and increase \(\alpha_t^k\) by a factor of \(\gamma\) iteratively,
where $\gamma > 1$, until the solution $\omega_{k+1}^t$ satisfies

$$
\psi_{\omega_{i}^t}(\omega_{k+1}^t) \leq \max_{i=k-m+1:k} \psi_{\omega_{i}^t}(\omega_{i}^t) + \nu \frac{1}{2a_k^t} \| \triangle \omega_{k+1}^t \|_2^2,
$$

where $\nu \in (0, 1)$ is a very small constant.

### 4.3.2 Speeding Up the Optimization Procedure

To find the optimum model parameter in (4.6), we need to solve the problem for multiple values of the regularization factors $\lambda$s. Active-set methods are usually used for regularized optimization problems to greatly speed up the computation [9]. Such methods start the optimization problem with a small set of model parameters called as active set and add the profitable parameters into the active set iteratively using certain parameter evaluation criteria. Furthermore, with closely related $\lambda$s, warm-start using the previous solution as a “warm start” for the new value of $\lambda$ is usually applied to the regularized optimization problem to speed up the computation [44].

Specifically, for the problem of (4.6), the optimality condition that $\theta \in \delta f(\omega)$ for a parameter group with $\omega_\pi = 0$ is

$$
\| \partial_{\omega_\pi} \Omega(\omega) \|_p \leq \lambda_\pi,
$$

(4.12)

where $\pi \in \{x, g, d, i, j\}$. From (4.12), we can conclude that a parameter group with zero norm and large partial derivative $\| \partial_{\omega_\pi} \Omega(\omega) \|_p > \lambda_\pi$ can locally improve the objective function by moving it away from zero.

When $\lambda$ is large enough, all model parameters will be forced to be zeros. Thus, we can start solving the problem with a small set of parameters. Then, by decreasing $\lambda$ sequentially
with a multiplication ratio of $\gamma < 1$, we can add the parameter groups with a zero norm that are not conforming to (4.12) to the active set and solve the optimization problem iteratively.

Following the above analysis, to further expedite our optimization procedure in the previous section, we introduce active-set with warm-start method to our optimization problem in Algorithm 8, by starting to solve the problem with large $\lambda$ and sequentially decreasing the value until the set of model parameters to optimize does not change between iterations of the optimization procedure. The method iterates between parameter selection and problem solving using the proposed optimization algorithm in Section 4.3.1.

**Algorithm 8** Speeding Up Training using Active-Set with Warm-Start

*Input:* $S = ((a(1), y(1)), \ldots, (a(N_{\text{train}}), y(N_{\text{train}})))$

*Output:* Optimum model parameter $\omega$

1. Initialize $\lambda_\pi$ with large values, $\pi \in \{x, g, t, \varepsilon, j\}$.
2. for $l = 1, 2, \ldots$
3. Find groups $\omega_\pi$ such that $\omega_\pi \neq 0$, or $\omega_\pi = 0$ and $||\partial_{\omega_\pi} \Omega(\omega)||_q > \lambda_\pi(l - 1)$;
4. if the selected parameter groups do not change between iterations
5. return $\omega(l - 1)$;
6. else $\lambda_\pi(l) = \gamma \lambda_\pi(l - 1)$
7. solve for $\omega(l)$ with respect to the selected parameter groups with $\omega(l - 1)$ as the initialization solution, using the optimization algorithm in section 4.3.1;
8. end for

### 4.3.3 Model Inference with Top-K Greedy Search

With the learned weight vector $\omega^*$, model inference is carried out to find the best label vector for test data, as well as to find the most violated labels in each iteration [22]. We now describe how to identify the optimum label vector $y$ for an object set $a$ under the current model parameter $\omega$. The difference in potential scores of the best label and the second best one for each instance can be small. Thus the greedy forward search which greedily instantiates the most
discriminative object based on previously instantiated ones may fail. Inspired by top-k matching in [117], we apply the top-k greedy search for the inference procedure.

At each iteration, the proposed approach instantiates top k objects which increase the potential $\psi$ most when being instantiated for each labeling path, based on the previously instantiated ones. And the best k labeling paths which have the highest potential scores are kept at the end of each iteration. The algorithm stops when all the regions are labeled or labeling any other segments decreases the value of compatibility function $\psi$. In practice this greedy search algorithm works well to find good solutions and outperforms the best greedy search algorithm [22] by about 1% when $k = 2$. The computation complexity is at the same level as the best greedy search approach, since at each iteration, the computation differs in a multiplication factor $k^2$, where k is a small integer.

4.4 Experiments

Our goal is to evaluate the effectiveness of the proposed sparse modeling in the s-selection of a powerful set of contextual features from a candidate pool as well as finding the optimum sparse graphical structure for the recognition tasks. We work on two dominant tasks in visual recognition: activity recognition in continuous videos and object recognition in natural scene, where modeling the context and inter-relationships between objects are potentially beneficial.

While different initial $\lambda$ in Algorithm 8 can be used for different parameter groups, we use the same value for each group in order to simplify the problem of parameter selection. $\lambda = 2$ and $\gamma = 0.6$ are used for all experiments. Top-2 greedy search is used for model inference and $m = 10$ previous cutting planes as a typical value is used.
4.4.1 Activity Recognition

4.4.1.1 UCLA Dataset

Please refer to Section 3.6.1.1 for the UCLA Office Dataset [104]. The dataset is divided into 14 sets, each set containing 2 to 19 activities of interest, as well as varying number of background activities. We use 12 sets for training and the rest for testing via cross validation for the evaluation.

4.4.1.2 Preprocessing

Given a video, we detect the motion regions using background subtraction. Then, we divide the motion regions into spatio-temporal segments with a fixed temporal length $t_{\text{win}}$ in frame. $t_{\text{win}} = 10$ is used in the experiment. Then, using the multi-SVM upon histogram of STIP features, we develop a 11x1 normalized score vector for each 3D motion segment. It is observed that the baseline detector tends to generate the same activity labels for segments from the same activity. Thus, labels generated by multi-SVM are smoothed and consecutive 3D motion segments with the same labels are grouped together to form the candidate activity regions. The true label of the candidate activity is the mode of the true labels of its segments. This method decreases the number of variables in the graph model and thus the size of the optimization problem over approaches using individual segments as the graph variables [140, 130]. We call the obtained activities with labels as the preliminary results. To penalize the randomly large classification score of segments of minority classes, the mean of normalized score vectors of segments is developed as the Intra-IF of the candidate activity (experimental results also show that the mean score vector outperforms using max pooling of score vectors of segments in our problem).
Figure 4.2: Sample image of UCLA office scene with objects of interest marked on the image.

<table>
<thead>
<tr>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_1, g_2, g_3, g_4$ A is touching / not touching laptop$^1$, paper$^2$, phone$^3$, cup$^4$.</td>
</tr>
<tr>
<td>$g_5, g_6, g_7$ A is occluding / not occluding the coffee maker$^5$, microwave$^6$, garbage can$^7$.</td>
</tr>
<tr>
<td>$g_8, g_9, g_{10}, g_{11}$ A is near / far away from the coffee maker$^8$, microwave$^9$, garbage can$^{10}$, door$^{11}$.</td>
</tr>
<tr>
<td>$g_{12}$ A disappears / not disappears at the door.</td>
</tr>
<tr>
<td>$g_{13}$ A appears / not appears at the door.</td>
</tr>
</tbody>
</table>

Figure 4.3: Subsets of context attributes used for the development of Intra-CF for UCLA Dataset. “A” denotes the agent.

We identify 8 classes of frequent objects that are involved in actions: laptop, papers, phone, cup, coffee maker, microwave, garbage can and door. Fig. 4.2 shows a sample image with these objects marked. A 26-bin histograms of attributes are developed as the Intra-CF with 13 groups of attributes. Fig. 4.3 shows the grouped contextual attributes. Whether two activities are related are decided by their temporal distance in terms of intermediate candidate activities between them. Temporal attributes include “before”, “during” and “after”, and spatial attributes include “overlapping”, “near” and “faraway”, are considered for each activity pair. Inter-CFs are developed as attribute histograms encoding the inter-relationships between candidate activities.

### 4.4.1.3 Experimental Results

In order to evaluate the performance of different norms within contextual parameter groups in the proposed group sparse modeling (GSM), we fix the norm for Intra-IF parameter
In order to evaluate the contribution of different kinds of contextual features to the recognition accuracy, we show the preliminary labeling results, $GSM^1$ (the proposed GSM approach using Intra-CF as the context) and $GSM^2$ (the proposed GSM approach using both Intra-CF and Inter-CF as the context). The results are shown in Fig. 4.4. It can be seen that the proposed GSM (group-wise regularized CRF provides better recognition accuracy using richer context, as has been demonstrated for element-wise regularized CRF in [140].

To see the benefits of the proposed sparse modeling approach over element-wise regularized graphical models, we compare our performance with And-Or graph [86], structural model [140] in Tab. 4.2. For [86, 140], we have used the average figures reported in their papers or obtained from the authors. To demonstrate the benefit of grouped sparsity in contextual

<table>
<thead>
<tr>
<th>Intra-CF PGs</th>
<th>Inter-CF PGs</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>L1</td>
<td>91.2</td>
</tr>
<tr>
<td>L1</td>
<td>L2</td>
<td>90.5</td>
</tr>
<tr>
<td>L2</td>
<td>L1</td>
<td>90.3</td>
</tr>
<tr>
<td>L2</td>
<td>L2</td>
<td>88.4</td>
</tr>
</tbody>
</table>

Table 4.1: Comparing combinations of different norms used for parameter groups of contextual features. PG is short for parameter group.

We can see that using $l_1$-norm within each parameter group provides the best recognition accuracy. This is because the number of training instances (around one hundred) are limited compared to the dimension of model features (around one thousand). The results are similar to the conclusion in element-wise regularization that $l_1$-regularization is more likely to outperform $l_2$ when training instances are limited compared to the feature dimension. Since $l_1$-norm works best as the within group norm, in the following experiments on UCLA dataset, we use $l_1$-norm for within group penalty.
Figure 4.4: Precision (top) and recall (bottom) for the ten activities in UCLA Office Dataset.

Table 4.2: Comparison of different methods in recognition accuracy for the UCLA Office dataset.
modeling, we also compare with elementwise $l_2$-regularized CRF ($l_2$-CRF) and $l_1$-regularized CRF ($l_1$-CRF), solved using the modified bundle method [113]. Note that $l_1$-CRF is different from our sparse modeling using $l_1$ regularizer on each parameter group, since in our model, the $l_1$ regularizer is upon each parameter group while in $l_1$-CRF $l_1$ regularizer is upon each model parameter. It can be seen that incorporating group $l_1$-regularization for feature selection as well as enforcing a sparse graphical structure of the underlying relationship graph provides best performance among the compared approaches. The performance gain is partly due to the parameter grouping, which provides an informative prior information about the model parameters.

![Graphical structure](image)

Figure 4.5: (a): The learned graphical structure using the proposed GSM.

The experimental results also show that group $l_1$-regularization successfully enforces the group-level sparsity of model parameters, resulting in an optimal graphical model with a sparse structure. 6 out of 13 Intra-CF parameter groups are excluded from the learned graphical model. About 75% of node connections are eliminated from the learned graph. And because $l_1$-penalty is used for each contextual parameter group, sparsity in the feature level is also achieved. Only 23.6% of model parameters are non-zero. This would effectively expedite the inference procedure significantly, since the inference computation dominated with product of feature vec-
Figure 4.6: Sample results of activity localization and labeling. Top: results of using $GSM^2$; Bottom: results of using $l_1$-CRF and $l_2$-CRF. The labeling results using $l_1$-CRF and $l_2$-CRF are the same in this case. Note the different structures of inter-relationships among the detected activities. Red bounding box indicates the mislabeled activity.

tors and their associated parameters. Fig. 4.5(b) shows the learned sparse graph representing the inter-dependence between activity classes. The connection between a rectangle node and a circle node denotes self connections, which indicates the inter-dependence of activities of the same classes. The retained relationships between activity classes, such as 1 - enter room and 2 - sit down, are more logical than those of the eliminated ones, such as 8 - pour drink and 9 - pick phone.

Fig. 4.4.1.3 shows sample results of using the proposed sparse modeling approach with $l_2$-CRF and $l_1$-CRF. It can be seen that $l_1$-CRF does not enforce sparse graphical structure in this case.

**4.4.2 Object Recognition**

In this set of experiments, we work on PASCAL VOC 2007 for object recognition in natural scenes.
<table>
<thead>
<tr>
<th></th>
<th>Intra-CF PGs</th>
<th>Inter-CF PGs</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1</td>
<td>L1</td>
<td></td>
<td>37.5</td>
</tr>
<tr>
<td>L1</td>
<td>L2</td>
<td></td>
<td>38.2</td>
</tr>
<tr>
<td>L2</td>
<td>L1</td>
<td></td>
<td>40.0</td>
</tr>
<tr>
<td>L2</td>
<td>L2</td>
<td></td>
<td>40.5</td>
</tr>
</tbody>
</table>

Table 4.3: Comparing combinations of different norms used for parameter groups of contextual features. PG is short for parameter group.

### 4.4.2.1 PASCAL VOC Dataset

PASCAL VOC 2007 is a standard image database for object detection, classification and image segmentation. For the task of object detection, there are 20 objects of interest, including plane, bike, bird, boat, bottle, bus, car, cat, chair, cow, table, dog, horse, motor, person, plant, sheep, sofa, train, tv. Each image has one or multiple objects to be recognized.

### 4.4.2.2 Preprocessing

We use part-based object detector [34] for the detection of candidate objects, for the detector outperforms many previous ones. After non-maxima suppression (NMS) procedure, an optimum confidence score is trained for each object class which maximizes the F-score of the detector on the train-val dataset. The detection thresholds for each object class are herein obtained. Only detected regions that have higher confidence scores than the corresponding detection thresholds are retained for further process.

![Figure 4.7: Comparison of our approach with the state-of-the-art object detectors on VOC 2007.](image)

<table>
<thead>
<tr>
<th></th>
<th>plane</th>
<th>bike</th>
<th>bird</th>
<th>boat</th>
<th>bottle</th>
<th>bus</th>
<th>car</th>
<th>cat</th>
<th>chair</th>
<th>cow</th>
<th>table</th>
<th>dog</th>
<th>horse</th>
<th>motor</th>
<th>person</th>
<th>plant</th>
<th>sheep</th>
<th>sofa</th>
<th>train</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMMOL[22]</td>
<td>28.8</td>
<td>56.2</td>
<td>3.2</td>
<td>14.2</td>
<td>29.4</td>
<td>38.7</td>
<td>48.7</td>
<td>32.4</td>
<td>16.0</td>
<td>37.7</td>
<td>24.0</td>
<td>11.7</td>
<td>45.0</td>
<td>39.4</td>
<td>35.5</td>
<td>15.2</td>
<td>16.1</td>
<td>54.2</td>
<td>39.4</td>
<td>27.2</td>
</tr>
<tr>
<td>CDXH[16]</td>
<td>41.8</td>
<td>64.5</td>
<td>15.1</td>
<td>19.5</td>
<td>33.0</td>
<td>57.9</td>
<td>63.2</td>
<td>27.8</td>
<td>23.2</td>
<td>28.2</td>
<td>29.1</td>
<td>16.9</td>
<td>63.7</td>
<td>53.8</td>
<td>47.1</td>
<td>18.3</td>
<td>28.1</td>
<td>42.2</td>
<td>53.1</td>
<td>49.3</td>
</tr>
<tr>
<td>voc5[34]</td>
<td>36.6</td>
<td>62.2</td>
<td>12.1</td>
<td>17.6</td>
<td>28.7</td>
<td>54.6</td>
<td>60.4</td>
<td>25.5</td>
<td>21.1</td>
<td>25.6</td>
<td>26.6</td>
<td>14.6</td>
<td>60.9</td>
<td>50.7</td>
<td>44.7</td>
<td>14.3</td>
<td>21.5</td>
<td>38.2</td>
<td>49.3</td>
<td>35.4</td>
</tr>
<tr>
<td>Preliminary</td>
<td>42.1</td>
<td>59.6</td>
<td>10.7</td>
<td>23.7</td>
<td>27.9</td>
<td>53.9</td>
<td>61.6</td>
<td>25.0</td>
<td>22.3</td>
<td>27.8</td>
<td>26.5</td>
<td>14.2</td>
<td>57.9</td>
<td>50.4</td>
<td>46.1</td>
<td>18.5</td>
<td>33.6</td>
<td>41.4</td>
<td>49.6</td>
<td>42.4</td>
</tr>
<tr>
<td>l1-CRF</td>
<td>45.0</td>
<td>62.9</td>
<td>8.6</td>
<td>25.9</td>
<td>29.2</td>
<td>54.5</td>
<td>58.6</td>
<td>28.2</td>
<td>21.7</td>
<td>30.5</td>
<td>33.4</td>
<td>13.5</td>
<td>53.8</td>
<td>51.1</td>
<td>45.7</td>
<td>22.3</td>
<td>36.9</td>
<td>38.5</td>
<td>51.7</td>
<td>43.3</td>
</tr>
<tr>
<td>l2-CRF</td>
<td>44.1</td>
<td>63.5</td>
<td>10.6</td>
<td>26.6</td>
<td>30.1</td>
<td>57.2</td>
<td>63.4</td>
<td>28.8</td>
<td>25.2</td>
<td>31.4</td>
<td>34.6</td>
<td>14.8</td>
<td>58.8</td>
<td>53.5</td>
<td>48.3</td>
<td>23.4</td>
<td>38.6</td>
<td>41.0</td>
<td>53.8</td>
<td>43.8</td>
</tr>
<tr>
<td>GSM²</td>
<td>46.3</td>
<td>64.0</td>
<td>11.0</td>
<td>27.5</td>
<td>34.0</td>
<td>58.0</td>
<td>64.2</td>
<td>29.2</td>
<td>25.5</td>
<td>31.8</td>
<td>35.3</td>
<td>15.6</td>
<td>59.0</td>
<td>54.2</td>
<td>50.8</td>
<td>23.0</td>
<td>38.0</td>
<td>43.5</td>
<td>54.0</td>
<td>44.0</td>
</tr>
</tbody>
</table>
In order to utilize correlations between object classes in low-level features, we prefer multi-classification scores. Spatial Pyramid Matching (SPM) using sparse coding has been reported to have best performance in several popular object recognition databases [129]. Thus, multi-SVM with SPM kernel [129] upon (de-noised) dense SIFT descriptors is trained, and a 21x1 normalized classification score vector (one background class and 20 object classes of interest) is developed as the Intra-IF for each image region. Codebook of size 1024 is used for K-SVD SIFT. We call the resulting object classification as the preliminary results.

Color Name descriptor [50] of each candidate region is generated as an Intra-CF descriptor for each candidate region. Besides, 20 scene categories are generated by kernel-kmeans using a combination of Color Name and dense SIFT descriptors of the scene. A scene labeling vector of size 20x1, which contains the scene labeling scores is developed as the Intra-CF features of the containing candidate objects. Six spatial layout attributes are used for the development of Inter-CF features, including Ontop, Overlap (less than 25%, greater than 75% and between), Nearby (which indicates two objects are close to each other but do not ontop of one another or overlap with each other), and Faraway.
Figure 4.9: Example test images. For each column, the top image shows the detection results of $l_1$-CRF; the middle one shows the detection results of $l_2$-CRF; and the bottom one shows the detection results of our group sparse modeling using $l_2$ norms for within group parameter regularization. In each image, objects with red labels are incorrectly labeled.

4.4.2.3 Experimental Results

Table 4.3 shows the performance of object recognition on VOC 07. We can see that using $l_2$-norm within each parameter group provides best recognition accuracy. Intuitively, parameters associated with Intra-CF and Inter-CF are not intrinsically sparse within their parameter groups. For instance, chairs often coexist with tables. Their relative locations (overlap, on-top, nearby and faraway, etc.) can be diverse in different images. In other words, the pairwise parameter group associated with chair and table should not be sparse within the group. Thus, enforcing sparsity within the parameter groups of contextual features in turn offsets the recognition accuracy. However, VOC 07 consists of a large number images containing only one object class. Enforcing sparsity within groups of pair-wise parameters does not offset the recognition performance much as demonstrated by the results of case 3 and case 4. Since $l_2$-norm works best as the within group norm, in the following experiments on VOC 2007, we use $l_2$-norm for within group penalty.

In Fig. 4.7, we compare our results to $l_1$-CRF and $l_2$-CRF as well as several recent
works exploring context in object recognition. We use mAP as the evaluation criteria, which is the mean of the average precision of each object category. It can be seen that our sparse model ($GSM^2$) obtains the best mAP for 10 object classes and the highest mAP 40.8% among all the compared approaches. This demonstrates the benefit of group sparsity over element-wise sparsity of graphical model for the recognition problem. Note that [22] used $l_2$-CRF to integrate spatial layouts of objects. The improvement of our $l_2$-CRF implementation over [22] mainly comes from better baseline (preliminary) detection and the strategic selection of candidate detections. In [22], an older version of [34] was used.

Fig. 4.8 shows the learned sparse graph structure. We can see that about 70% of the class connections in a fully connected graph are enforced to be zeros. In the learned sparse graph, while significantly related objects such as person and bus are still connected weakly related objects such as TV-monitor and airplane are not connected. Since the majority groups of contextual parameters are zeroed out from the learned model, the learned model has sparse features at both group and individual level. This also expedite the inference procedure because we do not need to calculate the potentials associated with parameters which have a zero value.

Fig. 4.9 shows examples of detection results from our model ($GSM^2$) as compared to element-wise regularized CRF models. Our model appears to produce better detections by better understanding the intrinsic interactions between objects classes. For instance, it learns how to correctly enforce mutual exclusion between dogs and cats, allowing sheep appear together but not sheep and motorbike.

4.5 Conclusion

In this chapter, we present a novel approach of sparse modeling for the context-aware visual recognition tasks in computer vision. Based on the popular CRF model for context-aware
recognition of inter-dependent visual objects, group $l_1$-regularization is integrated to select an optimum sets of features from a candidate pool, resulting in feature sparsity as well as graphical sparsity of the learned model. Our experiments on object and activity recognition demonstrate the benefits of the proposed group sparse modeling approach, even with strong baseline detectors. In Section 4.2.3, we describe the role of the choice of within-group penalties in ensuring feature and group level sparsity. Our experiments show that, for the datasets chosen, both feature and group level sparsity provide the best results in activity recognition. However, for object recognition, the best results are obtained when only group level sparsity is considered. These conclusions could be different for another dataset. The strength of our proposed approach lies in providing a general framework that could consider the choice of different within-group norm penalties, and consequently the level of sparsity, for the application in hand. This is not hand-engineered, but automatically determined by the proposed framework.
Chapter 5

Anomalous Activity Detection

5.1 Introduction

Video surveillance systems monitor people’s activities and generate alerts when anomalous activities are detected. Usually, samples of anomalous activities are rare. Given a set of normal samples, the system is trained to learn frequent patterns of normal activities using methods of activity recognition. Activities whose patterns deviate from the learned frequent patterns are detected as anomalies.

Most methods developed in the literature on anomalous activity recognition have concentrated on analyzing individual motion patterns of activities. These methods model activities individually and aim to learn discriminative patterns for each activity class. Activities with abnormal patterns are considered as anomalous activities. However, activities in natural scenes rarely happen independently. The interdependence between activity classes provides important cues for activity recognition, as well as the detection of anomalous activities. Jointly modeling and recognizing related activities in space and time can improve the accuracy of activity recognition. This, in turn, will help detect anomalous activities better.
Figure 5.1: An example that demonstrates the importance of context in activity recognition. Motion region surrounding the person of interest is located by red circle, interacting vehicle is located by blue bounding box.

5.1.1 Overview of the Framework

It has been demonstrated in Chapter 3 that context is significant for activity recognition. Human-object interaction has been frequently used as context in many past works [71][130]. Consider the activities in Fig. 5.1. The existence of the nearby car gives information about what the person (bounded by red circle) is doing, and the relative position of the person of interest and the car says that activities (b) and (c) are very different from activity (a). Moreover, just focusing on the person, it may be hard to tell what the person is doing in (b) and (c) - “opening vehicle trunk” or “closing vehicle trunk”. If we knew that these activities occurred around the same vehicle along time, it would be immediately clear that in (b) the person is opening the vehicle trunk and in (c) the person is closing the vehicle trunk. This example shows the importance of spatial and temporal relationships for activity recognition. This example illustrates a pattern among different activities. Harnessing such spatial and temporal relationships could be very beneficial for activity recognition.

Motivated by the above, we use the modified Struct-SVM in Section 3.2.2 to explicitly models the motion patterns for normal activities, as well as spatial and temporal relationships of activities and captures useful spatio-temporal patterns for each pair of normal/known activity classes during the learning process. These learned motion and context patterns are used for
classifying between normal activities. Activities whose motion and context patterns deviate from the normal motion and context patterns are considered as anomalies. With the learned pattern parameters, distributions of feature distances for different normal activity classes are estimated from training examples. Normality factors are introduced to measure the normalcy of activities based on their motion and context features. p-test is applied to determine if a detected activity is normal or not. Specifically, activities with one or more normality factors lower than the predefined thresholds (which can be learned a priori) are considered as anomalies.

5.1.2 Contributions of The Present Work

The main contribution of this work is to show how context can be exploited for anomaly detection in video. We focus on the joint modeling and recognition of normal activities in videos of a wide scene, using both motion and context information, and how the learned model can be used for the detection of anomalous activities.

(i) Based on types of abnormal attribute an anomalous activity has, we define three kinds of anomalous activities - point anomaly, contextual anomaly and collective anomaly for the detection of anomalous activities. These definitions make the task of anomaly detection more clear.

(ii) We propose a novel framework for anomalous activity detection based on context-aware activity models. Rather than only detecting activities with abnormal motion patterns as in previous works, our approach also detects activities with abnormal contextual attribute and/or abnormal relationships with other activities.
5.2 The Algorithm

For anomaly detection, we assume that we have instances of all the normal activities. Test instances whose patterns deviate from the learned model are anomalies. Once the activity label is assigned to a test instance, we focus on the analysis of whether this activity is anomalous.

For discriminative models such as the modified Struct-SVM 3.2.2, the separating hyperplane between two classes can be obtained by subtracting the associated weight vectors as discussed in [8]. For normal instances belonging to a certain class, the distances to their associated separating hyperplanes are expected to follow certain distributions [8], which can be estimated through kernel density estimation from the training data. An instance with infrequent distances can be considered as anomaly. For this reason, four kinds of distances, which can be used to evaluate the normality of an activity and pair of activities, are developed based on the weight vectors learned for the proposed structural model.

With weight vectors $\omega_{x,i}$, $\omega_{x,j}$, $\omega_{g_k,i}$ and $\omega_{g_k,j}$ for $k \in \{1, \ldots, N_G\}$, $i, j \in \{1, \ldots, M\}$ and $i \neq j$, we define the unbiased motion hyperplane $HP_x(i,j)$ and intra-context hyperplane $HP_{g_k}(i,j)$ by their normal vectors as

$$HP_x(i,j) = \omega_{x,i} - \omega_{x,j},$$

$$HP_{g_k}(i,j) = \omega_{g_k,i} - \omega_{g_k,j}, \quad (5.1)$$

where an unbiased hyperplane means a hyperplane that passes through the origin. Thus, hyperplanes $HP_x(i,j)$ and $HP_{g_k}(i,j)$, translated along the directions of their normal vectors by a constant, can separate classes $i$ and $j$ based on motion and intra-context features respectively. With weight vectors $\omega_{sc,(i,j)}$, $\omega_{sc,(i',j')}$, $\omega_{tc,(i,j)}$ and $\omega_{tc,(i',j')}$ for $i, j, i', j' \in \{1, \ldots, M\}$ and $(i, j) \neq (i', j')$, 
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define unbiased hyperplanes \( HP_{sc}((i, j), (i', j')) \) and \( HP_{tc}((i, j), (i', j')) \) by its normal vectors as

\[
\begin{align*}
HP_{sc}((i, j), (i', j')) &= \omega_{sc,(i,j)} - \omega_{sc,(i',j')}, \\
HP_{tc}((i, j), (i', j')) &= \omega_{tc,(i,j)} - \omega_{tc,(i',j')}.
\end{align*}
\]  

(5.2)

Similarly, \( HP_{sc}((i, j), (i', j')) \) and \( HP_{tc}((i, j), (i', j')) \), translated along the directions of their normal vectors by a constant, can separate class pairs \((i, j)\) and \((i', j')\) based on inter-context spatial and temporal features respectively.

Consider an activity \( a \) with motion feature \( x_a \), intra-activity context feature \( g_a \) and class label \( y_a^{opt} \) generated by the structural model. Define the distance of motion feature \( x_a \) to hyperplane \( HP_a(y_a^{opt}, j) \), as \( d^a_{x_a}(y_a^{opt}, j) \) and distance of intra-activity context feature \( g_{a,k} \), for \( k = 1, \ldots, N_G \) to hyperplane \( HP_{g_k}(y_a^{opt}, j) \) as \( d^a_{g_k}(y_a^{opt}, j) \), where \( j \neq y_a^{opt}, \ j = 1, \ldots, M \). These distances can be calculated as

\[
\begin{align*}
d^a_{x_a}(y_a^{opt}, j) &= \frac{HP_a(y_a^{opt}, j)^T \cdot x_a}{\text{norm}(HP_a(y_a^{opt}, j))}, \\
d^a_{g_k}(y_a^{opt}, j) &= \frac{HP_{g_k}(y_a^{opt}, j)^T \cdot g_{a,k}}{\text{norm}(HP_{g_k}(y_a^{opt}, j))},
\end{align*}
\]

where \( \text{norm()} \) is the Euclidean norm. Assume activity collection \( A \) with member activities \( a_1, a_2, \ldots, a_N \) related to each other in space and time with class labels \( Y^{opt} = [y_1^{opt}, y_2^{opt}, \ldots, y_N^{opt}] \).

\( sc_{a_1,a_2}, \ldots, sc_{a_{N-1},a_N} \) and \( tc_{a_1,a_2}, \ldots, tc_{a_{N-1},a_N} \) are their inter-activity context features. The distance of inter-activity context feature \( sc_{a_i,a_j} \) to hyperplane \( HP_{sc}((y_i^{opt}, y_j^{opt}), (i', j')) \) is defined as \( d_i^{a_i,a_j}(y_i^{opt}, y_j^{opt}, (i', j')) \) (denoted as \( d_i^{a_i,a_j}(i', j') \) for simplicity), and distance of \( tc_{a_i,a_j} \) to hyperplane \( HP_{tc}((y_i^{opt}, y_j^{opt}), (i', j')) \) is defined as \( d_i^{a_i,a_j}(y_i^{opt}, y_j^{opt}, (i', j')) \) (denoted as \( d_i^{a_i,a_j}(i', j') \)),

135
where \((i', j') \neq (y_i^{opt}, y_j^{opt})\), \(i', j' \in 1, ..., M\). These distances can be calculated as

\[
d_{sc}^{a_i}(i', j') = \frac{HP_{sc}((y_i^{opt}, y_j^{opt}), (i', j'))^T \cdot \sigma_{a_i}}{\text{norm}(HP_{sc}((y_i^{opt}, y_j^{opt}), (i', j')))},
\]

\[
d_{tc}^{a_i}(i', j') = \frac{HP_{tc}((y_i^{opt}, y_j^{opt}), (i', j'))^T \cdot \tau_{a_i}}{\text{norm}(HP_{tc}((y_i^{opt}, y_j^{opt}), (i', j')))}.
\]

The probability density distributions of distances \(d_{sc}^a(y^{opt}, j)\), \(d_{sc}^{a_i}(y_i^{opt}, y_j^{opt}, (i', j'))\), \(d_{tc}^a(y^{opt}, j)\) and \(d_{tc}^{a_i}(y^{opt}, y_j^{opt}, (i', j'))\) can be estimated from training instances using kernel density estimation [8] for \(j, i', j' \in \{1, ..., M\}, j \neq y^{opt}\) and \((i', j') \neq (y_i^{opt}, y_j^{opt})\). Abnormal activities are expected to have one or more infrequent potential distance scores.

5.2.1 Anomaly Definitions

Analogous to outlier detection in data mining [43], we introduce the concepts of point anomaly, contextual anomaly, and collective anomaly, whose definitions are given in the subsections below.

5.2.1.1 Point Anomaly

Point anomalies are detected without any contextual information [47]. Typically, for an atomic event in a video, the motion information captured from its local motion features follow certain patterns, which have been demonstrated by the popular activity classification method - BOW+SVM [60] upon STIP features. In our case, motion pattern of each activity class is reflected in the distributions of their distances to the hyperplanes \(HP_a\). Denote the learned structural model as \(M\). Given a test activity \(a_t\) with motion score histogram \(x_{a_t}\) and class
label $y_{at}^{opt}$, define probability $p_{at}^x(j)$ as

$$p_{at}^x(j) = p(d_{at}^x(y_{at}^{opt}, j) < d_{at}^x(y_{at}^{opt}, j) | M),$$

(5.3)

for $j \in \{1, \ldots, M\}$ and $j \neq y_{at}^{opt}$. We use the p-test to determine whether an anomaly exists or not [29]. The (one-sided) p-value $P_{at}^x(j) = \min(p_{at}^x(j), 1 - p_{at}^x(j))$ measures the probability that the normal distribution of $d_{at}^x(y_{at}^{opt}, j)$ generates a value at least as extreme as $d_{at}^x(y_{at}^{opt}, j)$. The lower the p-value is, the more safe to say that the observed value does not belong to the normal distribution. So, we define the Motion-based Normality Factor $MNF$ of $a_t$ as the geometric mean of the associated p-values as

$$MNF(a_t) = \left( \prod_{j=1, j \neq y_{at}^{opt}}^M P_{at}^x(j) \right)^{\frac{1}{M-1}}.$$  

(5.4)

Geometric mean is used here to measure the typical value of the set of p-values. As normal activities, which are known to us follow certain motion patterns captured by the distances, anomalous activities whose motion patterns deviate from the learned motion patterns significantly will have infrequent distances and thus a lower $MNF$ than a threshold $TH_{MNF}$. Fig 5.2 shows an example of distances of point anomaly.

Figure 5.2: Example of probability density functions of $d_{at}^x(y_{at}^{opt}, j)$, $j = 1, 2$ and 3 for normal activities and the corresponding distances of a point anomaly (indicated by red circle). The first ten activities in Fig. 1 in the supplementary material are considered as normal activities, and used to train the structural model. For the point anomaly detected $y_{at}^{opt} = 6$. 
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5.2.1.2 Contextual Anomaly

Two kinds of attributes are generally involved with events: contextual attributes of the event define context, such as the location and surrounding objects; behavioral attributes define the motion of objects involved in the event. Contextual anomaly has normal behavioral attributes but abnormal contextual attributes. Given the intra-activity context feature \( g_{at} \) of the test activity with class label \( y_{opt}^{at} \), define \( p_{g_{at}}^{\text{fa}}(j) \) as

\[
p_{g_{at}}^{\text{fa}}(j) = p\left(d_{g_{at}}^{\text{fa}}(y_{opt}^{at}, j) < d_{g_{at}}^{\text{fa}}(y_{opt}^{at}, j) \mid M\right),
\]

(5.5)

for \( k \in \{1, \ldots, N_G\} \), \( j \in \{1, \ldots, M\} \) and \( j \neq y_{opt}^{at} \). The probability that \( a_t \) belongs to class \( y_{opt}^{at} \) based on \( g_k \) of \( a_t \) and \( HP_{g_k}(y_{opt}^{at}, j) \) is \( P_{g_k}^{\text{fa}}(j) = \min(p_{g_k}^{\text{fa}}(j), 1 - p_{g_k}^{\text{fa}}(j)) \). We define the Context-based Normality Factor \( \text{CNF}_k \) of \( a_t \) as the geometric mean of the associated p-values as

\[
\text{CNF}_k(a_t) = \left(\prod_{j=1,j \neq y_{opt}^{at}}^{M} p_{g_k}^{\text{fa}}(j)\right)^{\frac{1}{M-1}}.
\]

(5.6)

If \( a_t \) has a high \( \text{MNF}(a_t) \) and any of \( \text{CNF}_k(a_t) \) for \( k = 1, \ldots, N_G \), where \( N_G \) is the number of intra-activity context subsets, is lower than a threshold \( TH_{\text{CNF}} \), \( a_t \) is considered as contextual anomaly. Fig 5.3 shows an example of distances for contextual anomaly.

5.2.1.3 Collective Anomaly

A collection of activities forms a collective anomaly if the events as a whole deviate significantly from the entire training set. The collective anomaly can be further divided into sequential anomaly and co-occurrence anomaly. In our case, collective anomaly can also be considered as contextual anomaly since the detection of it utilizes the inter-activity context features - spatial and temporal relationships of activities. Assume activity collection \( A_t \) with member
Figure 5.3: Example of probability density functions of \( d_{ik}^j(y^{opt}, j), k = 2, j = 2, 3 \) and 4, for normal activities and the corresponding distances of a contextual anomaly (indicated by red circle). The first ten activities in Fig. 1 in the supplementary material are considered as normal activities and used to train the structural model. For the contextual anomaly detected \( y^{opt} = 1 \).

Intra-activity context subset \( G_2 \) is defined in Sec. 3.4.1.

activities \( a_1, a_2, \ldots, a_N \) related to each other in space and time are represented with class labels

\[ Y_{opt}^t = [y_{opt}^1, y_{opt}^2, \ldots, y_{opt}^N], \]

and \( sc_{a_i, a_j}, \ldots, sc_{a_{N-1}, a_N} \) and \( tc_{a_i, a_j}, \ldots, tc_{a_{N-1}, a_N} \) are their inter-activity context features. Define

\[
P_{sc}^{(a_i, a_j)}(i', j') = p\left(d_{sc}^{a_i, a_j}(i', j') < d_{sc}^{(a_i, a_j)}(i, j') | M \right),
\]

\[
P_{tc}^{(a_i, a_j)}(i', j') = p\left(d_{tc}^{a_i, a_j}(i', j') < d_{tc}^{(a_i, a_j)}(i, j') | M \right).
\]

Let

\[
P_{sc}^{(a_i, a_j)}(i', j') = \min\left(p_{sc}^{(a_i, a_j)}(i, j'), 1 - p_{tc}^{(a_i, a_j)}(i, j') \right),
\]

\[
P_{tc}^{(a_i, a_j)}(i', j') = \min\left(p_{tc}^{(a_i, a_j)}(i, j'), 1 - p_{sc}^{(a_i, a_j)}(i, j') \right).
\]

Define the Spatial Normality Factor \( SNF \) and Temporal Normality Factor \( TNF \) of
In (5.7) and (5.8), the condition \(- (i', j') \neq (y_{opt}^i, y_{opt}^j)\) - for the product is omitted for compactness of expression. If all member activities in \(A_{test}\) have high \(MNF\) and \(CNF\) values, but at least one of \(SNF(a_i, a_j)\) is lower than a threshold \(TH_{SNF}\), it is considered as a collective spatial anomaly. If at least one of \(TNF(a_i, a_j)\) is lower than a threshold \(TH_{TNF}\) it is considered as a collective temporal anomaly. Fig 5.4(a) shows an example of distances of collective spatial anomaly and 5.4(b) shows an example of distances of collective temporal anomaly.

5.3 Experiments

To assess the effectiveness of our structural model in activity-based anomaly detection, we work on Release 2 for anomaly detection using BOW+SVM as the baseline classifier.

5.3.1 Preprocessing

Motion regions that involve only vehicles moving are excluded from the experiments since we are only interested in person related normal and anomalous activities. For the BOW+SVM classifier, \(k = 1000\) visual words and a 9-nearest neighbor soft-weighting scheme are used. For the SFG-based classifier, the size of each temporal bin used is 5 frames while other settings are the same as in [36]. For the SFG method [36], activity localization is implicitly included in the recognition process. The method generates similarity scores \(s \in \{0, 1\}\) that quantize the similarity between two activities. In the training process of the baseline classifier, we calculate the

\[
SNF(a_i', a_j') = \left( \prod_{i', j' = 1}^{M} P_{ic}^{a_i', a_j'}(i', j') \right)^{\frac{1}{M^2-1}}, \quad (5.7)
\]

\[
TNF(a_i', a_j') = \left( \prod_{i', j' = 1}^{M} P_{ic}^{a_i', a_j'}(i', j') \right)^{\frac{1}{M^2-1}}. \quad (5.8)
\]
Figure 5.4: (a): Example of probability density functions of $d_{a_{sc}}^y((y_{iopt}, y_{jopt}), (i', j'))$ for normal activities and the corresponding distances of a collective spatial anomaly (indicated by red circle). For the detected collective anomaly $a_i$ and $a_j$, $y_{iopt} = 2$, $y_{jopt} = 5$. (b): Example of probability density functions of $d_{a_{tc}}^y((y_{iopt}, y_{jopt}), (i', j'))$ for normal activities and the corresponding distances of a collective temporal anomaly (indicated by red circle). For the detected collective anomaly $a_i$ and $a_j$, $y_{iopt} = 5$, $y_{jopt} = 6$ (In both cases, the first ten activities in Fig. 1 in the supplementary material are considered as normal activities and used to train the structural model).
intra-class similarity (the average similarity score between a given activity instance and other instances of the same class) and inter-class similarity (the average similarity score between a given instance and other instances of different classes). We define the representative instances as the ones with maximum difference in their intra-class similarity and inter-class similarity. A fixed number of representative instances for each activity class are selected during the training of the baseline classifier (5 are used in the experiments).

Persons and vehicles are detected using the publicly available software [26]. Opening/closing of doors of facilities, boxes and bags are detected using method in [20] with Histogram of Gradient as the low-level feature and binary linear-SVM as the classifier. Motion score histograms described in Sec. 3.4.1 are generated for each activity. The score histogram of an activity contains the average similarity scores between the activity and the representative examples. For experiment 1, the intra-activity context features are built based on first two cues in Fig. 3.10, and all cues are used for experiment 2.

5.3.2 Results

In order to access the performance of the proposed model on anomaly detection, we work on VIRAT Release 2, in which eleven activity classes are defined as shown in Fig. 1 in the supplementary material. We follow the method defined above to get the recognition results on this dataset. Fig. 5.5 shows the confusion matrix for VIRAT Release 2.

5.3.2.1 Point Anomaly

For the detection of point anomaly, we randomly select one of the eleven activity classes as abnormal, and treated other activities as normal. Cross-validation is used to assess the performance of anomaly detection. For each run, we assume that we do not have training
instances for abnormal activities, so, the activities of abnormal class are excluded from the learning process. We use BOW+SVM as the baseline classifier.

One-class SVM is often used for point anomaly detection [99]. To access the effectiveness of our model in detecting point anomalies, we compare our results with those using one-class SVM. For fair comparison, we also apply the proposed framework on video clips, each containing one activity of the eleven classes. Fig. 5.6 shows the ROC curves of BOW+SVM and our method. The areas under curve are 79.8% for our method on video clips, 72% for one-class svm on video clips and 68.5% for our method working on continuous videos.

5.3.2.2 Contextual Anomaly

For the detection of contextual anomalies, we consider activities that are normal in terms of motion features but with abnormal or infrequent intra-activity context features as discussed in Sec. 5.2.1.2. The normality threshold $TH_{CNF} = 0.05$ in the experiment. Fig. 5.7 shows examples of detected contextual anomalies. In the first example, person getting into a vehicle usually occurs in the parking area, and the anomaly is detected when it happens in an
area not for parking. In the second example, the anomaly of ‘person exiting a facility’ is detected when the person exits from a door of a facility that is rarely used. In the third example, the anomaly of ‘gesturing’ occurs near the trunk of the vehicle while others in our dataset usually occur faraway from the vehicle. None of these could have been detected without the modeling of the intra-activity context feature.

5.3.2.3 Collective anomaly

Collective anomaly can be detected based on the learned inter-activity context patterns and the inter-activity contextual features of the test instances. The normality thresholds $TH_{SNF} = 0.05$ and $TH_{TNF} = 0.05$ are used. For the first example, we consider two activities - ‘person getting into a vehicle’ and ‘person unloading an object from a vehicle’. For most of the examples in the dataset, when these two activities happen together, the unloading happens from the trunk of the car while the person enters through the driver’s door. Thus, as shown in Fig. 5.8(a),(b), a collective spatial anomaly is detected when the unloading and entering happen near the same part of the vehicle. An example of a collective temporal anomaly is shown in Fig.

Figure 5.6: ROC curves for point anomaly detection
Figure 5.7: (a, c, e): Examples of normal activities; (b, d, f): Examples of detected contextual anomalies. First row: Person getting into a vehicle usually occurs in the parking area (a), and the anomaly is detected when it happen in an area not for parking (b). Second row: Person exiting a facility happens at a normal exit (c), whereas an anomaly is detected when the person exits from a door that is rarely used (d). Third row: A person gesturing far from a vehicle is normal in our dataset (e), whereas in (f) the ‘gesturing’ occurs near the trunk of the vehicle, which is identified as a contextual anomaly.
5.8(c),(d). The example of a ‘person getting out of a vehicle’ usually occurs before ‘person getting into a vehicle’, however, in the detected anomaly, ‘person getting out of a vehicle’ occurs after ‘person getting into a vehicle’.

![Figure 5.8: Example of collective spatial anomaly and collective temporal anomalies. (a, b): we consider two activities - ‘person getting into a vehicle’ and ‘person unloading an object from a vehicle’. For most of the examples in the dataset, when these two activities happen together, the unloading happens from the trunk of the car while the person enters the driver’s door. Thus, a collective spatial anomaly is detected when the unloading and entering happen near the same part of the vehicle. (c, d): The example of a ‘person getting out of a vehicle’ usually occurs before ‘person getting into a vehicle’, however, in the detected anomaly, ‘person getting out of a vehicle’ occurs after ‘person getting into a vehicle’.](image)

5.4 Conclusion

In this chapter, we present a novel approach to jointly model a variable number of activities in videos, that can also be used to detect abnormal activities. We represent a video of a wide area by sets of activities that are spatially and temporally related. A structural model is proposed to learn the motion patterns and context patterns within and across activity classes from training sets of activities. The inference process tries to generate the correct labels for testing
instances using the learned parameters through a greedy search method. Our experiments have shown that encapsulating object interactions and spatial and temporal relationships of activity classes can be used to significantly improve the recognition accuracy. The proposed model can detect point anomalies, contextual anomalies, and collective anomalies based on the motion and various context features.
Chapter 6

Discussion

In this chapter, we discuss several issues that have not been explored in this work, as well as possible directions of future work.

The “String-of-feature” model for activity recognition uses STIP features for the recognition of complex activities, which involve obvious non-rigid body motion. Similarly, the Bag-of-Word framework using the distances between STIP clusters as the node distances is expected to improve the recognition accuracy over using STIP distances. Furthermore, the computational complexity of graph matching algorithms depends on the number of nodes in the graph. The number of local motion features (STIPs) in an event is usually high, reducing the number of salient motion points/cubics is obviously beneficial. One solution can be using the locations of body joints, whose appearance and spatial-temporal relationships have been demonstrated to carry distinguishing motion for different human activities. Finally, the computation can be expedited by using matrix factorization in the spectral technique for the calculation of graph similarity. As in [135], graph matching using matrix factorization decomposes the problem of similarity computation into several sub-problems of small sizes.

The developed graphical models are built with a set of predefined contextual attributes,
which are manually designed for a particular human activity dataset at work. In the future, we
would like to explore how to learn such contextual attributes automatically from the raw pixels
and/or features for a large number of activities and scenes, and conduct the model learning as
well as the feature selection in an online fashion.

Furthermore, complex graphical models have a larger number of features than that of
the one-layer CRF used in Chapter 4. Intuitively, these features are more likely to be redundant.
Thus, applying the sparse modeling on more complex graphical models such as the hierarchical-
CRF for the selection of features as well as the graph structure is expected to have a better
recognition performance.

Finally, in the proposed anomaly detection approach, a simple p-test is applied to test
the abnormality of an event or a pair of events based on the feature observations and the learned
model that summarizes intra- and inter- properties of all the training/observed events. However,
the criticism of p-test are mainly two-fold. Firstly, it is based on an arbitrary choice of signif-
icance level. It is known to be incompatible with the likelihood principle. Secondly, p-value
depends on the statistic of the testing example in question. It would be beneficial to evaluate the
abnormality of a testing example by weighting p-value together with all other evidence about
the abnormality of the example such as the prior evidence. This framework of context-aware
anomaly detection can be use for the detection of different kinds of anomalous instances that are
potentially inter-dependent with each other, such as the detection of anomalous image objects
on images.
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Appendix A

Publication List